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Abstract In this paper, a pseudo-spectral method with the Lagrange polynomial basis is pro-
posed to solve the time-fractional advection-diffusion equation. A semi-discrete ap-
proximation scheme is used for conversion of this equation to a system of ordinary
fractional differential equations. Also, to protect the high accuracy of the spectral
approximation, the Mittag-Leffler function is used for the integration along the time
variable. Some examples are performed to illustrate the accuracy and efficiency of
the proposed method.
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1. Introduction

The theory of derivatives of non-integer order goes back to the Leibniz’s note to
L’Hospital, dated 30 September 1695, in which the meaning of the derivate of order
one half is discussed [15].

As is mentioned in [8], fractional partial differential equations (FPDEs) have been
defined to depict phenomena in the fields of engineering, science and economics, such
as carrier transport in amorphous semiconductors, system identification and con-
trol, anomalous diffusion in electro-chemistry, fractance circuits, electrode electrolyte
interface, viscoelasticity, fractional neural modeling in bio-sciences, nuclear reactor
dynamics, chaos theory, finance, sustainable environment, renewable energy and so
on (for more information see [8] and references therein).

Schumer et al. [19] mentioned that an important class of problems in the Earth sur-
face sciences which leads to the time-fractional advection-diffusion equations (TFADEs)
is describing the collective behavior of particles in transport and the development of
stochastic partial differential equations such as the ADE begins with assumptions

Received: 12 September 2018 ; Accepted: 15 April 2019.
∗ Corresponding author.

454



CMDE Vol. 8, No. 3, 2020, pp. 454-467 455

about the random behavior of a single particle: possible velocities it may experience
in a flow field and the length of time it may be immobilized. When assumptions un-
derlying the ADE are relaxed, a FADE can arise, with a non-integer-order derivative
on time or space terms [19].

It is difficult to find analytical solutions of TFADEs, or time-fractional wave-
diffusion equations (TFWDEs). Although they are available for some simple cases,
the solutions often refer to some special functions, which are quite sophisticated in
the calculation [8].

In the last decade, a lot of works was dedicated to the numerical schemes for
solving the fractional differential equations. Saadatmandi et al. [18] established a
Sinc-Legendre collocation method for solving a class of fractional convention-diffusion
equations with variable coefficients with Caputo fractional derivate. Gao and Sun [8]
determined a three-point combined compact difference scheme with the L1 formula to
solve a class of TFADEs. Their method is globally (2-γ)th-order accurate in time and
at least fifth-order accurate in space for the constant coefficient TFADEs. Dehghan et
al. [5] applied a high order difference scheme and Galerkin spectral technique for the
numerical solution of multi-term time-fractional partial differential equations. The
time-fractional derivatives are approximated by a scheme of order O(τ3−α) and the
space derivative is discretized with a fourth-order compact finite difference procedure
and Galerkin spectral method. Later, Du et al. [6], Gao et al. [9], Hu and Zhang
[11, 12], Mohebbi and Abbaszadeh [14] and Re et al. [17] studied the spatial fourth-
order compact schemes for solving several types of time-fractional partial differential
equations.

As is said in Boyd [3], spectral methods generate algebraic equations with full ma-
trices, but in compensation, the high order of the basis functions gives high accuracy
for a given N . When fast iterative matrix solvers are used, spectral methods can be
much more efficient than finite element or finite difference methods for many classes of
problems. However, they are most useful when the geometry of the problem is fairly
smooth and regular. For most high-resolution numerical calculations, Boyd [3] said
that the best advice is still this: use pseudo-spectral methods instead of spectral, and
use Fourier series and Chebyshev polynomials in preference to more exotic functions.

The purpose of this paper is to propose a pseudo-spectral method using the La-
grange polynomial basis based on the method of lines for the numerical solution of
the time-fractional advection-diffusion equations in one, two and three dimensions.
At first, the pseudo-spectral method is used to reduce the original TFADE to a linear
system of ordinary fractional differential equations in time and, then the matrix func-
tions approximation is used for the integration along the fractional time derivative.

The organization of this paper is as follows: In Section 2, we briefly explain the
time-fractional advection-diffusion equation. In Section 3, we describe the pseudo-
spectral method, obtain the semi-discretization of the time-fractional equation and
introduce the matrix functions. Convergence analysis is given in Section 4. Numerical
results using different examples are reported in Section 5. Finally, a conclusion is given
in Section 6.
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2. Time fractional advection-diffusion equation

In this paper, we study the time-fractional advection-diffusion equation with a
reaction term in the following form

Dα
t u(x, t) = ζ∆u(x, t)− η∇u(x, t)− λ2u(x, t) + f(x, t)

= Lu(x, t) + f(x, t), 1 < α ≤ 2, x ∈ Ω, t ∈ (0, T ), (2.1)

with initial conditions

u(x, 0) = ϕ1(x), ut(x, 0) = ϕ2(x), x ∈ Ω, (2.2)

and boundary conditions

u(x, t) = ψ(t), x ∈ ∂Ω, 0 < t < T, (2.3)

where

Lu(x, t) = ζ∆u(x, t)− η∇u(x, t)− λ2u(x, t), (2.4)

is a linear differential operator. Ω ⊂ Rd(d ≤ 3) be a bounded space domain with
sufficiently smooth boundary ∂Ω and Dα

t denotes the fractional derivative of order
α concerning t. Also, ζ, η and λ are arbitrary coefficients, ϕ1(x), ϕ2(x) and ψ(t) are
given continuous functions and, f is a given function in Ω× (0, T ). For α = 1, (2.1)
is reduced to the diffusion equation. The main focus of this paper would be on the
case 1 < α ≤ 2.

In the particle, transport on the Earth surface model described in [19], the time-
fractional parameter α codes retention, since it implies that the memory function t−α

is a power law, and so it can be estimated from the late-time tail of the breakthrough
curve. The solution u(x, t) to the TFADE (2.1) is the probability density of the
subordinated process that models the location of a randomly selected particle [18].

Note that the Caputo fractional derivative Dα
t of the order α, 1 < α ≤ 2 in (2.1)

with starting point t = 0, is defined by

Dα
t f(t) =

1

Γ(2− α)

∫ t

0

f (2)(s)(t− s)α−1ds, t > 0. (2.5)

3. Pseudo-spectral methods

The pseudo-spectral methods are based on spectral methods. Spectral methods
are a powerful approach for the numerical solution of PDEs, which is traced back
to 1970s. Pseudo-spectral methods are a highly accurate class of techniques for the
solution of partial differential equations. In these methods, the global basis functions
are used for expansion of solutions. Interested readers for more information in this
setting can see [3, 13].

In this paper, based on the method of lines, the pseudo-spectral method is used to
reduce the original TFADE to a linear system of ordinary fractional differential equa-
tions in time and, then the matrix functions approximation is used for the integration
along the fractional time derivative.
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3.1. Differentiation matrices. To introduce the basis functions notice that any
interval [a, b] can be scaled to [−1, 1] and therefore the solution can be just considered
over [−1, 1]. Now consider the n+ 1 Chebyshev points in this interval

xj = cos(jπ/n), j = 0, 1, . . . , n, (3.1)

which are the zeros of Chebyshev polynomial Tn(x) = cos(n cos−1 x). In this work,
the Lagrange polynomials over Chebyshev points (3.1) are used as a polynomial basis,
that are defined as follows

ℓj(x) =

n∏
k=0
k ̸=j

( x− xk
xj − xk

)
, j = 0, 1, . . . , n. (3.2)

The Lagrange polynomials (3.2) have the Kronecker delta property, i.e. ℓj(xk) =
δkj , j, k = 0, 1, . . . , n and form a basis for all polynomials of degree not exceed n.

By using the Lagrange polynomials (3.2), the unique interpolating polynomial In of
degree ≤ n that interpolates the data {(xj , u(xj))}nj=0 is given by a linear combination

In(x) =

n∑
j=0

u(xj)ℓj(x).

Let u = (u0, u1, . . . , un)
T . A discrete derivative w = (w0, w1, . . . , wn)

T on the Cheby-
shev points (3.1) can be obtained by using the Chebyshev differentiation matrix Dn

as [1, 7, 20, 21]

w = Dnu, (3.3)

where the elements of the differentiation matrix Dn is

[Dn]ij = ℓ′j(xi), i, j = 0, 1, . . . , n.

The off-diagonal elements of Dn can be obtained from an explicit formula

[Dn]ij =
λj

λi(xi − xj)
, i ̸= j,

where λ−1
j =

n∏
i ̸=j

(xj − xi) . Also, all the diagonal entries obtained by negative sum

trick as

[Dn]ii = −
n∑

j=0
j ̸=i

[Dn]ij , i = 0, 1, . . . , n.

Moreover, the following formula can be used to obtain the elements of p-order differ-
entiation matrix D(p)

n analytically[
D(p)

n

]
ij
= ℓ

(p)
j (xi), i, j = 0, 1, . . . , n.

More efficient techniques for accurate and stable evaluation of p-order differentiation
matrices is proposed in [1].



458 A. SHOKRI AND S. MIRZAEI

3.2. The discrete linear operator. Now, it’s time to discretize the linear oper-
ator (2.4). For this purpose, the linear operator (2.4) is applied on the Lagrange
polynomials (3.2) with the Chebyshev points {xr} as

L (ℓi(xr)) = ζ∂2xℓi(xr)− η∂xℓi(xr)− λ2ℓi(xr)

= ζ
[
D2

n

]
ri
− η

[
Dn

]
ri
− λ2ℓi(xr), r, i = 0, 1, . . . , n, (3.4)

where D2
n and Dn are differentiation matrices of order (n+ 1)2.

For the square domain Ω = [−1, 1]2 ⊂ R2, assume the points {xij} where both
coordinates coincide with the one-dimensional Chebyshev points in [−1, 1],

xij = (cos(iπ/n), cos(jπ/n), ), i, j = 0, 1, . . . n.

The Lagrange polynomial regarded to these points are written as
ℓij(x) = ℓi(x)ℓj(y), i, j = 0, 1, . . . n. (3.5)

Note that, in this case again the Kronecker delta property exists, i.e. ℓij(xij) =
δij , i, j = 0, 1, . . . n. The second derivatives of Lagrange polynomials (3.5) concerning
x and y are given as

∂2xℓij(xrs) = ℓ′′i (xr)ℓj(ys) = [D2
n]riδjs,

∂2yℓij(xrs) = ℓi(xr)ℓ
′′
j (ys) = δri[D

2
n]sj ,

where D2
n is the second order differentiation matrix. Thus, same as one-dimensional

case, applying the linear operator (2.4) on the Lagrange polynomials (3.5) at the
Chebyshev points {xrs} gives

L (ℓij(xrs)) =ζ
([
D2

n

]
ri
δjs + δri

[
D2

n

]
sj

)
− η

([
Dn

]
ri
δjs + δri

[
Dn

]
sj

)
− λ2

(
δriδsj

)
, r, s = 0, . . . , n. (3.6)

It’s possible to write the linear operator (3.6) in a matrix form as
L = ζ

(
In ⊗D2

n +D2
n ⊗ In

)
− η

(
In ⊗Dn +Dn ⊗ In

)
− λ2

(
In ⊗ In

)
, (3.7)

where the symbol ⊗ illustrates the Kronecker product, D2
n and Dn are differentiation

matrices and In is an identity matrix, all of the order (n+ 1)2. Notice that the same
works can be done to find the discrete form of linear operator L in three dimensions.

3.3. Semi-discretization of time-fractional advection-diffusion equation. In
this section, the prescribed pseudo-spectral method is used to discretize the initial-
boundary value problem (2.1)-(2.3) in 2D (It’s easy to write the same algorithm for
1D and 3D cases). The solution un(x, t) and the forcing term fn(x, t) in (2.1) can be
approximated by the Lagrange polynomials (3.5) as

un(x, t) :=

n−1∑
i,j=1

uij(t)ℓij(x),

fn(x, t) :=

n−1∑
i,j=1

fij(t)ℓij(x),
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where uij(t) := u(xij , t) and fij(t) := f(xij , t). Values of u(xij , t) for i, j = 0, n
are known from boundary conditions (2.3). To find a system of ordinary FDEs, we
introduce the residual function

Rn(x, t) := Dα
t un(x, t)− Lun(x, t)− fn(x, t), (3.8)

that should vanish at the internal points. Using the discrete operator L in (3.6), we
obtain

Dα
t urs(t) =

n−1∑
i,j=1

{
ζ
([
D2

n

]
ri
δjs + δri

[
D2

n

]
sj

)
− η

([
Dn

]
ri
δjs + δri

[
Dn

]
sj

)
− λ2 (δriδsj)

}
urs(t) + frs(t), r, s = 1, . . . , n− 1, (3.9)

for all t > 0. To find the matrix form of this system, assume Un(t) and Fn(t) are
(n−1)-dimensional vectors of functions un(x, t) and fn(x, t), respectively. Therefore,
the following system of ordinary FDEs is obtained for interior points

Dα
t Un(t) = L̃nUn(t) + Fn(t), (3.10)
Un(0) = [ϕ1],

U′
n(0) = [ϕ2],

where L̃n is a matrix of order (n− 1)2 which is obtained as

L̃n = ζ
(
Ĩn ⊗ D̃2

n + D̃2
n ⊗ Ĩn

)
− η

(
Ĩn ⊗ D̃n + D̃n ⊗ Ĩn

)
− λ2

(
Ĩn ⊗ Ĩn

)
. (3.11)

D̃2
n, D̃n and Ĩn are matrices of order (n − 1)2 extracted from D2

n, Dn and In by
removing rows and columns related to the boundary points (the first and the last
rows and columns). A very important property of the derivative matrix D̃2

n is that
all the eigenvalues of this matrix are distinct, real and also negative that makes the
derivative matrix is diagonalizable. That is, it can be decomposed into a diagonal
matrix including its eigenvalues and an invertible matrix including its corresponding
eigenvectors. The exact solution of (3.10) can be obtained as

Un(t) = eα,1(t; L̃n) (Un(0) +U′
n(0)) +

∫ t

0

eα,α(t− s; L̃n)Fn(s)ds, (3.12)

where
eα,β(t;λ) = tβ−1Eα,β(t

αλ), (3.13)
is the generalization of Mittag-Leffler (ML) function

Eα,β(z) =

∞∑
k=0

zk

Γ(αk + β)
, α > 0, β > 0, (3.14)

which is playing an important role in the theory of fractional differential equations
[7]. For computation of the integration in the right-hand side of (3.12), the following
ML function integration property can be used∫ t

0

eα,β(t− s; z)srds = Γ(r + 1)eα,β+r+1(t; z), r > −1. (3.15)
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3.4. Matrix functions computation. There are many equivalent ways for defining
matrix functions such as eα,α(t − s; L̃n) in (3.12). In this work, for computation of
these matrix functions appeared in (3.12) and (3.15), the Jordan canonical form is
used which is defined in [10] as follows.

Definition 3.1. Any matrix A ∈ Cn×n can be expressed in the Jordan canonical
form

Z−1AZ = J = diag(J1, J2, . . . , Jp), (3.16)

where Z is non-singular and

Jk = Jk(λk) =


λk 1

λk
. . .
. . . 1

λk

 , (3.17)

is called a Jordan block respect to eigenvalue λk of size mk and m1 +m2 + ...+mp =
n. The Jordan matrix J is unique up to the ordering of the blocks Ji, but the
transforming matrix Z is not unique.

The following definition of f(A) is suitable for this work because just use the values
of f on the spectrum of A and does not require any other information about f .

Definition 3.2. [10, p. 3][Matrix function via Jordan canonical form] Let f be
defined on the spectrum of A ∈ Cn×n and let A have the Jordan canonical form
(3.16). Then

f(A) := Zf(J)Z−1 = Zdiag(f(Jk))Z
−1, (3.18)

where

f(Jk) :=


f(λk) f ′(λk) · · · f(mk−1)(λk)

(mk−1)!

f(λk)
. . . ...
. . . f ′(λk)

f(λk)

 , (3.19)

Note that if A is diagonalizable, then the Jordan canonical form reduces to an
eigen-decomposition [10]. Let A = ZDZ−1 be the eigenvalue decomposition of A,
then

f(A) = Zf(D)Z−1 = Zdiag(f(λ1), f(λ2), . . . , f(λm))Z−1, (3.20)

where the jth column of Z is an eigenvector of A and the jth entry of D is the
corresponding eigenvalue [7].
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4. Error analysis

Consider the interpolation operator according to Chebyshev points (3.1) and La-
grange polynomials (3.2) as follows

In : C(Ω) −→ Pn (4.1)

In(u) =

n∑
j=0

u(xj)ℓj(x).

Note that in this section we follow a procedure which is already employed in the Börm
et al. [2]. To construct an interpolation error bound, let Mn be a constant satisfying
the stability estimate

∥In(u)∥∞ ≤Mn∥u∥∞, for all u ∈ C[−1, 1]. (4.2)

Furthermore,

In(u) = u for all u ∈ Pn. (4.3)

In the case of Chebyshev interpolation, it is possible to show that

Mn =
2

π
ln(n+ 1) + 1 ≤ n+ 1. (4.4)

So the stability constant grows very slowly depending on n.
Also, for a function u ∈ Cn+1[−1, 1], the following approximation error bound

holds [2]

∥u− In(u)∥∞ ≤ 2−n

(n+ 1)!
∥u(n+1)∥∞. (4.5)

Theorem 4.1. [2, Theorem 3.15] Let k ∈ {0, . . . , n} and u ∈ Cn+1[−1, 1]. If (4.2)
and (4.5) hold, we have

∥u(k) − In(u)
(k)∥∞ ≤ 2(M

(k)
n + 1)

(n− k + 1)!

(
1

2

)n−k+1

∥u(n+1)∥∞ (4.6)

with the stability constant

M (k)
n =

Mn

k!

(
n!

(n− k)!

)
.
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Now, using the (4.5)-(4.6) for the TFADE (2.1) in one dimension, we have the
following error estimate

error = ∥(Dα
t u− Lu)− (Dα

t In(u)− LIn(u))∥∞
= ∥Dα

t (u− In(u))− L(u− In(u))∥∞
≤ ∥Dα

t (u− In(u))∥∞ + ∥L(u− In(u))∥∞
≤ ∥Dα

t (u− In(u))∥∞ + |ζ|∥uxx − In(u)xx∥∞
+ |η|∥ux − In(u)x∥∞ + λ2∥u− In(u)∥∞

≤ ∥Dα
t (u− In(u))∥∞ + |ζ|2(M

(2)
n + 1)

(n− 1)!

(
1

2

)n−1

∥u(n+1)∥∞

+ |η|2(M
(1)
n + 1)

n!

(
1

2

)n

∥u(n+1)∥∞ + λ2
2−n

(n+ 1)!
∥u(n+1)∥∞

Since the time derivative is precisely calculated using the evaluation of the ML func-
tion by matrix functions, therefore the error bound of ∥Dα

t (u− In(u))∥∞ is the same
order of ∥u− In(u)∥∞. Finally, we have

error ≤ C∥u(n+1)∥∞.

where C is the summation of the coefficients of the ∥u(n+1)∥∞ in the right-hand side
of the inequality.

Same error bounds can be found in the two-dimensional case using tensor-product
interpolation operators.

5. Numerical results

In this section, some numerical results are presented to illustrate the behavior of
the pseudo-spectral method described in the previous sections. The main goal is to
check the convergence behavior of the numerical solutions concerning the polynomial
degrees n for different values of α. All the algorithms are executed by Matlab and the
Matlab code mlf from [16] is used. The accuracy of the estimated solutions worked
out by measuring L∞ error norms.

Example 5.1. In this example, we consider the following two cases with known
exact solutions for the one-dimensional time-fractional equation (2.1) with parameters
ζ = 1, η = 0 and λ = 0 on Ω = (0, 1).
Case 1: If the right-hand-side function chosen as

f(x, t) =
( 6t3−α

Γ(4− α)
− t3

)
ex,

then the exact solution would be u(x, t) = t3ex. Therefore, initial and bound-
ary conditions take form

u(x, 0) = 0, ut(x, 0) = 0, 0 < x < 1,

u(0, t) = t3, u(1, t) = t3e, 0 ≤ t ≤ 1.
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Table 1. The L∞ errors as functions of n at t = 1 (Example 5.1).

n α = 1.2 α = 1.5 α = 1.8

2 2.8227e− 03 2.3751e− 03 1.8185e− 03
4 2.4699e− 05 2.3882e− 05 2.2979e− 05
6 2.9229e− 08 2.9023e− 08 2.8797e− 08
8 2.1205e− 11 1.9267e− 11 1.9122e− 11
10 1.7500e− 12 1.4860e− 13 4.5169e− 13
12 1.7375e− 12 4.7407e− 14 4.0656e− 13
14 1.8655e− 12 2.8116e− 13 6.3582e− 13

In Table 1, the L∞ errors of numerical solutions concerning the polynomial
degrees n for three values α = 1.2, 1.5 and 1.8 are shown. The numerical
results demonstrate the efficiency and good convergence of the prescribed
method.

Case 2: Now, if the right-hand-side function set as

f(x, t) =
( 2t2−α

Γ(3− α)

)
sec(x)− t2

( 1

cos(x)
+

2 sin2(x)

cos3(x)

)
,

and the initial and boundary conditions given as
u(x, 0) = 0, ut(x, 0) = 0, 0 < x < 1,

u(0, t) = t2, u(1, t) = t2 sec(1), 0 ≤ t ≤ 1.

then the exact solution can be u(x, t) = t2 sec(x). The good convergence
of the numerical solutions can be seen in Figure 1 where the L∞ errors are
plotted in semilog scale concerning the polynomial degrees n for three values
α = 1.2, 1.5 and 1.8.

Example 5.2. For this example, consider the two-dimensional time-fractional equa-
tion (2.1) with Dirichlet boundary conditions on the bounded domain Ω = (0, 2π)2

with coefficients ζ = 1, η = −1 and λ = 1. It’s easy to see if the right-hand-side
function chosen as

f(x, y, t) =
Γ(3)

Γ(3− α)
t2−α sin(πx) sin(πy) + 2π2t2 sin(πx) sin(πy)

− πt2
(
cos(πx) sin(πy) + sin(πx) cos(πy)

)
+ t2 sin(πx) sin(πy),

then, the exact solution is given by u(x, y, t) = t2 sin(πx) sin(πy).
The L∞ errors of numerical solutions are plotted in semilog scale concerning the

polynomial degrees n for three values α = 1.2, 1.5 and 1.8 in Figure 2. This figure
demonstrates the efficiency and good convergence of the prescribed method.

Example 5.3. Consider the following variable coefficient time-fractional advection-
diffusion equation

Dα
t u(x, t) = a(x, t)

∂2u(x, t)

∂x2
− b(x, t)

∂u(x, t)

∂x
+ f(x, t), x ∈ Ω, t ∈ (0, T ),
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Figure 1. The L∞ errors versus polynomial degrees n for α at t = 1
(Example 5.1).
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Figure 2. The L∞ errors versus polynomial degrees n for α at t = 1
(Example 5.2).
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where Ω = (0, 2π). We note that coefficients are not constant and considered as
a(x, t) = x+1 and b(x, t) = −t sin(x). With a simple study can be seen if right-hand-
side function set as

f(x, t) = t3 sin(x)
(Γ(4 + α)

Γ(4)
+ (x+ 1)tα − cos(x)t1+α

)
,



CMDE Vol. 8, No. 3, 2020, pp. 454-467 465

Table 2. The L∞ errors as functions of n at t = 1 (Example 5.3).

n α = 1.2 α = 1.5 α = 1.8

4 9.1738e− 02 6.4938e− 02 4.0330e− 02
6 4.1012e− 03 3.5779e− 03 3.3014e− 03
8 1.2438e− 04 1.0601e− 04 1.0298e− 04
10 2.3205e− 06 2.1578e− 06 2.0896e− 06
12 3.1182e− 08 3.0344e− 08 2.9825e− 08
14 3.2233e− 10 3.1919e− 10 3.1480e− 10

Table 3. The L∞ errors as functions of n at T = 1 (Example 5.5).

n α = 1.2 α = 1.5 α = 1.8

4 1.8003e− 04 2.4935e− 04 1.6412e− 03
6 2.2174e− 06 1.1543e− 05 3.6865e− 05
8 1.0244e− 08 3.7311e− 08 5.1327e− 08
10 3.6764e− 11 1.7849e− 10 4.2009e− 10
12 9.0206e− 14 3.7242e− 13 8.3378e− 13
14 2.0157e− 15 9.2149e− 15 4.5131e− 14

then the exact solution takes form u(x, t) = sin(x)t3+α. The initial and boundary
conditions can be obtained from the exact solution.

In Table 2, the convergence behavior of the numerical solutions by a growth of
the polynomial degrees n for three values α = 1.2, 1.5 and 1.8 is shown. This table
demonstrates the spectral convergence of numerical solutions.

Example 5.4. Now, consider the TFADE (2.1) on Ω = [0, 1]2 with coefficients ζ =
1, η − 1 and λ = 1 and constant γ = 212 with boundary conditions

ψ(x, y, t) = 0, (x, y) ∈ ∂Ω, t ∈ (0, 1]

and initial condition φ(x, y, 0) = 0 for all (x, y) ∈ Ω. By considering the exact solution
as:

u(x, y, t) = γt2+αx3(1− x)3y3(1− y)3.

the right hand side function f(x, y, t) can be found by some calculations. The Figure
3 shows the L∞ errors for different vales of α for T = 1.

Example 5.5. And the last example, consider the boundary value problem (2.1)
with ζ = 1, η = 0 and λ = 0 on Ω = [−1, 1]2 and t ∈ [0, 1]. The exact solution is
chosen from [4] as

u(x, y, t) = Eα,1(
−1

2
π2tα) cos(

π

2
x) cos(

π

2
y),

where Eα,1 is ML function. Table 3 shows the convergence behavior of the numerical
solution concerning the polynomials of degree n for different values of α at the final
time T = 1.
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Figure 3. The L∞ errors versus polynomial degrees n for different vales
of α at T = 1 (Example 5.4).
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6. Conclusion

Pseudo-spectral methods are a highly accurate subclass of spectral methods for
the numerical solution of PDEs. In this paper, an approximate scheme based on the
pseudo-spectral method with the Lagrange polynomial basis on Chebyshev points is
proposed to solve the time-fractional advection-diffusion equation. Also, to exchange
this equation to a system of ordinary fractional differential equations, the semi-discrete
approximation scheme based on the method of lines is used. The advantage of this
work is using the Mittag-Leffler function for the integration along the time variable
to protect the high accuracy of the spectral approximation. Some examples include
1D, 2D, and variable coefficients are performed to illustrate the spectral convergence
and efficiency of the proposed method.
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