Finite integration method with RBFs for solving time-fractional convection-diffusion equation with variable coefficients
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Abstract
In this paper, a modification of the finite integration method (FIM) is combined with the radial basis function (RBF) method to solve a time-fractional convection-diffusion equation with variable coefficients. The FIM transforms partial differential equations into integral equations and this creates some constants of integration. Unlike the usual FIM, the proposed method computes constants of integration by using initial conditions. This leads to fewer computations rather than the standard FIM. Also, a product Simpson method is used to overcome the singularity included in the definition of fractional derivatives, and an integration matrix is obtained. Some numerical examples are provided to show the efficiency of the method. In addition, a comparison is made between the proposed method and the previous ones.
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1. INTRODUCTION

Fractional order differential equations are used in modeling of many phenomena in engineering, chemistry, physics, finance, and other disciplines, see [8, 14, 19] and the references therein. Note that most fractional order differential equations do not have solutions in a closed form. So it is important to propose new methods for finding numerical solutions of these equations. Recently, several numerical methods have been developed to solve fractional partial differential equations (FPDEs) such as generalized fractional-order Legendre functions [5], Finite Difference Method (FDM) [13], compact finite difference method [7], Chebyshev wavelets collocation method [30], operational method [18], homotopy perturbation method [28], and many others. One of the examples of FPDEs is time-fractional order convection-diffusion equations.
(TFCDEs), which are obtained from the classical diffusion equations. It used to simulate super-diffusive flow processes [2].

Some techniques presented so far for numerical solutions of TFCDEs are compact difference method [20,23], Galerkin method [22], Chebyshev wavelets collocation method [30], Jacobi polynomials [3], and operational method [1,27].

In this paper, we consider the following time-fractional convection-diffusion equation with variable coefficients

\[
\frac{\partial^\alpha u(x,t)}{\partial t^\alpha} + a(x) \frac{\partial u(x,t)}{\partial x} + b(x) \frac{\partial^2 u(x,t)}{\partial x^2} = f(x,t),
\]

\[0 < x < 1, \quad 0 < t \leq 1,
\]

and the following initial and boundary conditions

\[
u(x,0) = g(x), \quad 0 < x < 1,
\]

\[
u(0,t) = h_0(t), \quad \nu(1,t) = h_1(t), \quad 0 \leq t \leq 1,
\]

where nonzero functions \(a(x)\) and \(b(x)\) are continuous. Here the time-fractional derivative of order \(0 < \alpha < 1\) is defined in the Caputo sense as the following

\[
\frac{\partial^\alpha f(x,t)}{\partial t^\alpha} = \frac{1}{\Gamma(m-\alpha)} \int_a^t (t-\tau)^{m-1-\alpha} \frac{\partial^m f(x,\tau)}{\partial \tau^m} d\tau, \quad m = [\alpha].
\]

Radial basis function method (RBF) is an effective tool in multi-variable approximation theory that can be used in any arbitrary space dimensions [4,11,26]. The motivation for RBF method originates from R. Hardy [12]. The main advantage of RBF method as a meshless method, is to eliminate known deficiencies of the mesh-based approaches (see for example [4, p. 39] and [10, p. 1]).

The Finite Integration Method (FIM) is an integral based technique, and was first introduced by Weiland in 1977 [24]. In recent years, there has been an increasing amount of literature on developing FIM with RBFs for solving partial differential equations (PDEs), see for example [15,17,25,29]. The FIM converts a PDE into an integral equation that gives much higher accurate approximations than the Finite Difference Method (FDM), Finite Element Method (FEM), and Point Collocation Method (PCM) [15–17].

In this paper, an improved FIM is developed for solving time-fractional convection-diffusion equations with variable coefficients. The constants of integration are determined by using initial conditions, while in the previous studies of FIM, interpolation methods were used. Also, the integration matrix of the singular integral in the definition of the fractional derivative is obtained by product Simpson’s rules. The field points are generated uniformly along the \(t\) coordinate and the roots of the Legendre polynomials are used along the \(x\) coordinate. To demonstrate the accuracy and efficiency of the improved FIM, numerical examples are given.

The outline of this paper is organized as follows: The basics of FIM are described in section 2. Section 3 is devoted to computation of matrix of integration for a singular integral. In section 4, combination of FIM and RBF is described. In section 5, we used FIM based on RBF to solve some fractional convectional-diffusion equations. Numerical examples are included in 6 and a conclusion is provided in 7.
2. Finite integration method

Consider an integral of one-dimension function \( f(x) \) in the region \([0, x]\):

\[
F^{(1)}(x) := \int_0^x f(t) dt, \quad x \in [0, b].
\]  

(2.1)

By applying linear interpolation technique, which uses trapezoidal rule, we have

\[
F^{(1)}(x_k) = \int_0^{x_k} f(t) dt = \sum_{i=1}^{k} \int_{x_i}^{x_{i+1}} f(t) dt \approx \sum_{i=1}^{k} a_{ki}^{(1)} f(x_i),
\]  

(2.2)

where

\[
a_{1i}^{(1)} = 0,
\]

\[
a_{ki}^{(1)} = \begin{cases} \frac{h}{2}, & i = 1, \\ h, & i = 2, \ldots, k - 1, \\ \frac{h}{2}, & i = k, \\ 0, & i > k, \end{cases}
\]

and \( x_i = (i - 1)h \), \( h = \frac{b - 0}{N - 1} \), \( i = 1, 2, \ldots, N \), are nodal points in the region \([0, b]\), and \( x_1 = 0, x_N = b \).

Note that integration (2.2) can be written in a matrix form as

\[
F^{(1)} = A^{(1)} f,
\]  

(2.3)

where

\[
F^{(1)} = [F_1^{(1)}, F_2^{(1)}, \ldots, F_k^{(1)}]^T, \quad F_i^{(1)} = F^{(1)}(x_i),
\]

\[
f = [f_1, f_2, \ldots, f_k]^T, \quad f_i = f(x_i),
\]

and the first order integration matrix

\[
A^{(1)} := [a_{ki}^{(1)}] = h \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 1/2 & 1/2 & 0 & 0 & 0 \\ 1/2 & 1 & 1/2 & 0 & 0 \\ 1/2 & 1 & 1 & \ddots & \vdots \\ \vdots & \vdots & \vdots & \ddots & 0 \\ 1/2 & 1 & 1 & \ldots & 1 \end{bmatrix}_{N \times N}.
\]  

(2.4)

Similarly, consider a double-layer integral of \( f(x) \) from 0 to \( x \):

\[
F^{(2)}(x) := \int_0^x \int_0^\eta f(\xi)d\xi d\eta, \quad x \in [0, b],
\]  

(2.5)
and apply the trapezoidal rule again for integral function $F^{(2)}(x)$, we have

$$
F^{(2)}(x_k) = \int_0^{x_k} \int_0^0 f(\xi) d\xi d\eta \approx \sum_{i=1}^{k} a_{ki}^{(1)} \int_0^{x_i} f(\eta) d\eta \\
\approx \sum_{i=1}^{k} \sum_{j=1}^{i} a_{ki}^{(1)} a_{ij}^{(1)} f(x_j) = \sum_{i=1}^{k} a_{ki}^{(2)} f(x_i),
$$

(2.6)

This double-layer integral can be written again in a matrix form as

$$
F^{(2)} = A^{(2)} f = \left( A^{(1)} \right)^2 f,
$$

(2.7)

where $F^{(2)} = [F_1^{(2)}, F_2^{(2)}, \ldots, F_k^{(2)}]^T$, $F_i^{(2)} = F^{(2)}(x_i)$, and $A^{(2)}$ is the double layer integration matrix and can be derived from $A^{(1)}$.

For two-dimensional case, consider a uniform distribution of $M = N_1 \times N_2$ collocation points in the problem domain, where $N_1$ and $N_2$ are the total number of columns and rows, respectively.

Similar to Eqs. (2.1) and (2.5), we define

$$
F^{(1)}_x(x, y) := \int_0^x f(t, y) dt,
$$

(2.8)

$$
F^{(2)}_x(x, y) := \int_0^x \int_0^\eta f(\xi, y) d\xi d\eta,
$$

(2.9)

where $k = N_1 \times (j - 1) + i$ is the total number of points at the $i$th column and the $j$th row of the domain. The subscript $x$ is used to show that the integration is with respect to $x$ and the variable $y$ is considered to be constant.

Similarly, the values of integration in Eqs. (2.8) and (2.9), in nodal points $(x_k, y_k)$, i.e.

$$
F^{(1)}_x(x_k, y_k) := \int_0^{x_k} f(t, y_k) dt,
$$

$$
F^{(2)}_x(x_k, y_k) := \int_0^{x_k} \int_0^\eta f(\xi, y_k) d\xi d\eta,
$$

can be expressed in matrix form as

$$
F^{(1)}_x = A^{(1)} f, \quad F^{(2)}_x = \left( A^{(1)} \right)^2 f,
$$

where

$$
F^{(m)}_x = [F^{(m)}_x(x_1, y_1), F^{(m)}_x(x_2, y_2), \ldots, F^{(m)}_x(x_M, y_M)]^T, \quad m = 1, 2,
$$

$$
f = [f(x_1, y_1), f(x_2, y_2), \ldots, f(x_M, y_M)]^T.
$$
\[
A_x^{(1)} = \begin{bmatrix}
A^{(1)}_{11} & 0 & \cdots & 0 \\
0 & A^{(1)}_{21} & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & A^{(1)}_{N_1} \\
\end{bmatrix}_{N_1 \times N_2},
\]

and \(A^{(1)}\) is the first order integration matrix given in (2.4).

Similar relations for the first and the second order integration along \(y\) axis can be computed.

### 3. First order integration matrix for singular integrals

In this section, the first order integration matrix is constructed for computing a class of singular integrals as following

\[
I(t) = \int_0^t \frac{u(t,s)}{(t-s)^\alpha} \, ds, \quad 0 \leq t \leq T,
\]

where \(u(t,s)\) is a well-behaved function. Here we use a high order product integration method, based on Simpson’s method to approximate singular integral (3.1). Sufficient conditions for the convergence of the method is investigated in [9].

Let \(N \geq 1\) be an integer, \(h = (T - 0)/N\), and consider the grid points \(t_i = ih, i = 0, 1, ..., N\). The method, approximate the integral (3.1) over \([0, t_i]\), by using repeatedly the product Simpson’s rule, if \(i\) is even. When \(i\) is odd, we use the product Simpson’s rule over \([0, t_{i-3}]\) and the product \(\frac{3}{2}\) rule over \([t_{i-3}, t_i]\). Thus, integral (3.1) is approximated by a quadrature formula in the following form

\[
\int_0^{t_i} \frac{u(t_i,s)}{(t_i-s)^\alpha} \, ds \approx \sum_{j=0}^{i-2} \sum_{k=0}^{2} b_k(2j)u(t_i,s_{2j+k}),
\]

when \(i\) is even, and

\[
\int_0^{t_i} \frac{u(t_i,s)}{(t_i-s)^\alpha} \, ds \approx \sum_{j=0}^{i-3} \sum_{k=0}^{2} b_k(2j)u(t_i,s_{2j+k}) + \sum_{k=0}^{3} d_k u(t_i,s_{i+k-3}),
\]

when \(i\) is odd, in which \(s_j = t_j\) for \(j = 0, ..., N\), and weights are computed by

\[
\begin{align*}
b_0(j) &= \frac{1}{2h^{\alpha-1}} \int_0^2 \frac{(v-1)(v-2)}{(i-j-v)^\alpha} \, dv, \\
b_1(j) &= -\frac{1}{h^{\alpha-1}} \int_0^2 \frac{v(v-2)}{(i-j-v)^\alpha} \, dv, \\
b_2(j) &= \frac{1}{2h^{\alpha-1}} \int_0^2 \frac{v(v-1)}{(i-j-v)^\alpha} \, dv,
\end{align*}
\]
and
\[ d_0 = -\frac{1}{6h^{\alpha-1}} \int_0^3 (v-1)(v-2)(v-3) (3-v)^\alpha \, dv, \]
\[ d_1 = \frac{1}{2h^{\alpha-1}} \int_0^3 v(v-2)(v-3) (3-v)^\alpha \, dv, \]
\[ d_2 = -\frac{1}{2h^{\alpha-1}} \int_0^3 v(v-1)(v-3) (3-v)^\alpha \, dv, \]
\[ d_3 = \frac{1}{6h^{\alpha-1}} \int_0^3 v(v-1)(v-2) (3-v)^\alpha \, dv. \]

For \( i = 1 \), we use the product trapezoidal rule, and we get
\[ \int_{t_i}^{t_i+1} u(t_i, s) \frac{ds}{(t_i-s)\alpha} \approx w_0 u(t_1, s_0) + w_1 u(t_1, s_1), \]
where
\[ w_0 = \frac{1}{h^{\alpha-1}} \int_0^1 \frac{1-v}{(1-v)^\alpha} dv, \quad w_1 = \frac{1}{h^{\alpha-1}} \int_0^1 \frac{v}{(1-v)^\alpha} dv. \]

Therefore, the first order integration matrix for singular integral (3.1), has the form
\[ A^{\alpha} = \begin{bmatrix} 0 & w_0 & w_1 & b_0(0) & b_1(0) & b_2(0) & d_0 & d_1 & d_2 & d_3 & b_0(2) & b_1(2) & b_2(2) \\ b_0(0) & b_1(0) & b_2(0) & d_0 & d_1 & d_2 & b_0(2) & b_1(2) & b_2(2) & b_0(4) & b_1(4) & b_2(4) \\ b_0(0) & b_1(0) & b_2(0) & b_0(2) & b_1(2) & b_2(2) & d_0 & d_1 & d_2 & d_3 & b_0(4) & b_1(4) & b_2(4) \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \end{bmatrix}. \]

4. The FIM with radial basis functions

Since RBF is a meshless method, we replace the linear interpolation in section 2 by RBF interpolation.

Based on RBF method, a function \( u(x, t) \) at a point \( x = (x, t) \), is approximated by:
\[ u(x) \approx \sum_{i=1}^M \alpha_i R_i(x) + \sum_{j=1}^Q \beta_j P_j(x) = R^T(x)\alpha + P^T(x)\beta, \tag{4.1} \]
where \( R(x) = [R_1(x), R_2(x), \ldots, R_M(x)]^T \) is a set of RBFs with centers \( x_i = (x_i, t_i) \), \( i = 1, 2, \ldots, M \), \( \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_M]^T \) and \( \beta = [\beta_1, \beta_2, \ldots, \beta_M]^T \) are unknown coefficients to be determined, \( P_j(x) \), \( j = 1, 2, \ldots, Q \), are monomials in the space coordinate \( x = (x, t) \), and \( Q \) is the number of polynomial basis functions. For the linear basis functions, \( P^T(x) \) in Eq. (4.1) is
\[ P^T(x) = \{1, x, t\}, \quad Q = 3, \]
and for the quadratic basis functions, we have
\[ P^T(x) = \{1, x, t^2, x^2, xt\}, \quad Q = 6. \]
Since in Eq. (4.1) there are \( M + Q \) unknown variables, to guarantee the uniqueness of the approximation, the polynomial terms \( P^T(x) \) satisfies the following additional requirements:

\[
\sum_{i=1}^{M} \alpha_i P_j(x_i) = 0, \quad j = 1, 2, \ldots, Q. \tag{4.2}
\]

It can be written in matrix form:

\[
P_0^T \alpha = 0. \tag{4.3}
\]

By collocating Eq. (4.1) at points \( x_i = (x_i, t_i), \ i = 1, 2, \ldots, M \), we have

\[
R_0^T \alpha + P_0^T \beta = u, \tag{4.4}
\]

where

\[
R_0^T = \begin{bmatrix}
R_1(x_1) & R_2(x_1) & \cdots & R_M(x_1) \\
R_1(x_2) & R_2(x_2) & \cdots & R_M(x_2) \\
\vdots & \vdots & \ddots & \vdots \\
R_1(x_M) & R_2(x_M) & \cdots & R_M(x_M)
\end{bmatrix}, \tag{4.5}
\]

\[
P_0^T = \begin{bmatrix}
P_1(x_1) & P_2(x_1) & \cdots & P_Q(x_1) \\
P_1(x_2) & P_2(x_2) & \cdots & P_Q(x_2) \\
\vdots & \vdots & \ddots & \vdots \\
P_1(x_M) & P_2(x_M) & \cdots & P_Q(x_M)
\end{bmatrix}, \tag{4.6}
\]

and \( u = [u(x_1), u(x_2), \ldots, u(x_M)] \). Solving linear system (4.3) and (4.4) gives

\[
\alpha = R_0^{-1} (I - P_0(P_0^T R_0^{-1} P_0)^{-1} P_0^T R_0^{-1}) u, \tag{4.7}
\]

\[
\beta = (P_0^T R_0^{-1} P_0)^{-1} P_0^T R_0^{-1} u, \tag{4.8}
\]

where \( I \) denotes the identity matrix.

By substituting the coefficients \( \alpha \) and \( \beta \) from (4.7) and (4.8) into (4.1), we have the approximation of \( u(x) \), in terms of the nodal values \( u_i \) as follow

\[
u(x) \approx \left(R^T(x) R_0^{-1} (I - P_0(P_0^T R_0^{-1} P_0)^{-1} P_0^T R_0^{-1}) \right) + P^T(x)(P_0^T R_0^{-1} P_0)^{-1} P_0^T R_0^{-1}) u = \sum_{i=1}^{M} \phi_i(x) u_i, \tag{4.9}
\]

where \( \phi_i(x) \) is the shape function. By differentiating from Eq. (4.1) and using Eq. (4.9), we have

\[
\frac{\partial u(x)}{\partial x} \approx \sum_{i=1}^{M} \alpha_i \frac{\partial R_i(x)}{\partial x} + \sum_{j=1}^{Q} \beta_j \frac{\partial P_j(x)}{\partial x} = \sum_{i=1}^{M} \phi_{i,x}(x) u_i, \tag{4.10}
\]

or in matrix form, \( \mathbf{u}_x = \mathbf{D}_u \mathbf{u} \). 

For the Multi-Quadric RBF (MQ), \( R_i(x, t) = \sqrt{(x - x_i)^2 + (t - t_i)^2 + c^2} \), where \( c \) is the shape parameter, we can easily obtain the first derivative as

\[
\frac{\partial R_i(x, t)}{\partial x} = \frac{x - x_i}{\sqrt{(x - x_i)^2 + (t - t_i)^2 + c^2}}.
\]

(4.11)

Also, the first order integration of \( u(x) \) is approximated as

\[
U^{(1)}_x(x) := \int_0^x u(x)dx \approx \sum_{i=1}^M \alpha_i \tilde{R}_{i,x}(x) + \sum_{j=1}^Q \beta_j \tilde{P}_{j,x}(x) = \sum_{i=1}^M \tilde{\phi}^{(1)}_{i,x}(x)u_i,
\]

(4.12)

where

\[
\tilde{R}_{i,x}(x) = \int_0^x R_i(x)dx, \quad \tilde{P}_{j,x}(x) = \int_0^x P_j(x)dx,
\]

\[
\tilde{\phi}^{(1)}_{i,x}(x) = \int_0^x \phi_{i,x}(x)dx,
\]

and the first order integration formula with respect to \( x \), for the MQ-RBF is computed by

\[
\int_0^x R_i(\eta, t)d\eta = \frac{1}{2} \left( c^2 + (t - t_i)^2 \right) \left( \frac{1}{2} \right) \left( x - x_i + \sqrt{(x - x_i)^2 + (t - t_i)^2 + c^2} \right)
\]

\[
- \frac{1}{2} \left( c^2 + (t - t_i)^2 \right) \ln \left( -x_i + \sqrt{x_i^2 + c^2 + (t - t_i)^2} \right)
\]

\[
+ \frac{x_i}{2} \sqrt{x_i^2 + c^2 + (t - t_i)^2 + \frac{x - x_i}{2} \sqrt{(x - x_i)^2 + (t - t_i)^2 + c^2}}.
\]

(4.13)

Furthermore, for the polynomial basis functions we have

\[
P(x) = \{1, x, t, x^2, t^2, xt, \ldots\}^T, \quad \mathbf{x} = (x, t),
\]

\[
\frac{\partial P(x)}{\partial x} = \{0, 1, 0, 2x, 0, t, \ldots\}^T,
\]

\[
\int_0^x P(x)dx = \{x, \frac{x^2}{2}, xt, \frac{x^3}{3}, xt^2, \frac{x^2}{2}t, \ldots\}^T.
\]

Similarly, a double-layer integral of \( u(x) \) is defined as

\[
U^{(2)}_x(x) := \int_0^x \int_0^x u(x)dx dx = \sum_{i=1}^M \alpha_i \tilde{R}_{i,x}(x) + \sum_{j=1}^Q \beta_j \tilde{P}_{j,x}(x)
\]

\[
= \sum_{i=1}^M \tilde{\phi}^{(2)}_{i,x}(x)u_i,
\]

(4.14)
in which
\[
\mathcal{R}_{i,x}(x) = \int_0^x \int_0^x R_i(x)dx\,dxdx, \quad \mathcal{P}_{j,x}(x) = \int_0^x \int_0^x P_j(x)dx\,dxdx,
\]
\[
\mathcal{\phi}_i^{(2)}(x) = \int_0^x \int_0^x \phi_{i,x}(x)dx\,dxdx.
\]

Therefore, Eqs. (4.12) and (4.14) can be written in matrix form as:
\[
U_x^{(1)}(x) := A_x^{(1)}u, \quad U_x^{(2)}(x) := A_x^{(2)}u,
\]
where
\[
A_x^{(r)} = \begin{bmatrix}
\tilde{\phi}_{1,x}^{(r)}(x_1) & \tilde{\phi}_{2,x}^{(r)}(x_1) & \cdots & \tilde{\phi}_{M,x}^{(r)}(x_1) \\
\tilde{\phi}_{1,x}^{(r)}(x_2) & \tilde{\phi}_{2,x}^{(r)}(x_2) & \cdots & \tilde{\phi}_{M,x}^{(r)}(x_2) \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{\phi}_{1,x}^{(r)}(x_M) & \tilde{\phi}_{2,x}^{(r)}(x_M) & \cdots & \tilde{\phi}_{M,x}^{(r)}(x_M)
\end{bmatrix}, \quad r = 1, 2.
\]

Analogous relations is hold for derivatives and integrals with respect to \( t \).

5. FIM Based on RBFs for Solving Time-Fractional Convection-Diffusion Equation

The FIM can be easily extend for solving high dimensional problems. For illustration, consider the following time-fractional convection-diffusion equation with variable coefficients
\[
\frac{\partial^\alpha u(x, t)}{\partial t^\alpha} + a(x) \frac{\partial u(x, t)}{\partial x} + b(x) \frac{\partial^2 u(x, t)}{\partial x^2} = f(x, t),
\]
\[
0 < x < 1, \quad 0 < t \leq 1,
\]
where nonzero functions \( a(x) \) and \( b(x) \) are continuous and \( g(x) \), \( h_0(t) \), and \( h_1(t) \) are given functions in \( L^2[0, 1) \) and \( f(x, t) \) is a given function in \( L^2([0, 1) \times [0, 1)) \). Furthermore, the time-fractional derivative of order \( 0 < \alpha < 1 \) is defined in the Caputo sense.

At first, by using the definition of fractional Caputo derivative in Eq. (5.1) we get
\[
\frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{\partial^\alpha u(x, s)}{\partial s^\alpha} ds + a(x) \frac{\partial u(x, t)}{\partial x}
\]
\[
+ b(x) \frac{\partial^2 u(x, t)}{\partial x^2} = f(x, t),
\]
By twice integrating of Eq. (5.1) with respect to \( x \), and using integration by part, and then rearranging the terms, we obtain

\[
\begin{align*}
&\frac{1}{\Gamma(1-\alpha)} \int_0^x \int_0^s \frac{\partial u(\xi, s)}{\partial s} \frac{1}{(t-s)^\alpha} ds d\xi d\eta \\
&- \int_0^x \int_0^s (a'(\xi) - b''(\xi)) u(\xi, t) d\xi d\eta \\
&+ \int_0^x (a(\eta) - 2b'(\eta)) u(\eta, t) d\eta + b(x) u(x, t) - x b(0) \frac{\partial u(x, t)}{\partial x} \bigg|_{x=0}
\end{align*}
\]

\[
= \int_0^x \int_0^0 f(\xi, t) d\xi d\eta + (b(0) + x a(0) - x b'(0)) u(0, t).
\]

Based on RBF method, the solution of Eq. (5.5), \( u(x, t) \), at a point \( x_i = (x_i, t_i) \), \( i = 1, 2, \ldots, M \), is approximated by

\[
\begin{align*}
u(x, t) &= u(x) \approx \sum_{i=1}^M \phi_i(x) u_i = \sum_{i=1}^M \phi_i(x, t) u_i. \tag{5.7}
\end{align*}
\]

Now, by substituting (5.7) in (5.6) and applying the finite integration method, we get

\[
\begin{align*}
&\left( \frac{1}{\Gamma(1-\alpha)} A_x^{(2)} A_t^0 D_t - A_x^{(2)} (a' - b'') + A_x^{(1)} (a - 2b') + b - X b(0) D_x^0 \right) u \\
&= A_x^{(2)} f + (b(0) + X a(0) - X b'(0)) h_0. \tag{5.8}
\end{align*}
\]

where

\[
[D_x^0]_{i,j} = [\phi_{i,x}(0, t_j)]^T,
\]

\[
f = [f(x_1, t_1), f(x_2, t_2), \ldots, f(x_M, t_M)]^T,
\]

\[
h_0 = [h(t_1), h(t_2), \ldots, h(t_M)]^T,
\]

\[
X = diag[x_1, x_2, \ldots, x_M],
\]

\[
a = diag[a(x_1), a(x_2), \ldots, a(x_M)],
\]

\[
a' = diag[a'(x_1), a'(x_2), \ldots, a'(x_M)],
\]

and \( b, b', \) and \( b'' \) are defined similar to \( a \) and \( a' \).

Moreover, we can write the initial and boundary conditions (5.2) and (5.4) in a matrix form as follow

\[
g(x) = u(x, 0) \approx \sum_{i=1}^M \phi_i(x, 0) u_i, \quad \text{or} \quad \phi^{(0)} u = g, \tag{5.9}
\]

\[
h_1(x) = u(1, t) \approx \sum_{i=1}^M \phi_i(1, t) u_i, \quad \text{or} \quad \phi_1 u = h_1. \tag{5.10}
\]

Eq. (5.8) with Eqs. (5.9) and (5.10), creates a linear system of equations and can be solved in terms of unknown values \( u_i, i = 1, 2, \ldots, M \).
6. Numerical Examples

In this section, numerical examples are provided to illustrate the efficiency of this approach. In all examples, the value of the shape parameter is chosen to be \( c = 1/N_x \).

**Example 6.1.** Consider the following time-fractional convection-diffusion equation [30]:

\[
\frac{\partial^\alpha u(x, t)}{\partial t^\alpha} + x \frac{\partial u(x, t)}{\partial x} + \frac{\partial^2 u(x, t)}{\partial x^2} = 2t^\alpha + 2x^2 + 2,
\]  

(6.1)

where \( 0 < \alpha < 1 \), with the initial condition \( u(x, 0) = 0, \ 0 < x < 1 \), and the boundary conditions

\[
u(0, t) = \frac{2\Gamma(\alpha + 1)}{\Gamma(2\alpha + 1)} t^{2\alpha}, \quad \nu(1, t) = 1 + \frac{2\Gamma(\alpha + 1)}{\Gamma(2\alpha + 1)} t^{2\alpha}, \quad 0 \leq t \leq 1,
\]

The exact solution is \( u(x, t) = x^2 + \frac{2\Gamma(\alpha+1)}{\Gamma(2\alpha+1)} t^{2\alpha} \).

Table 1 shows the absolute errors of numerical results, achieved by FIM with MQ-RBFs, for \( N_x = N_t = 10 \) and \( \alpha = 0.3, 0.5, 0.7 \). Also, Figure 1 shows the graph of the absolute errors for \( N_x = 30, N_t = 15 \), and \( \alpha = 0.5 \). A comparison is made between the absolute errors obtained by the present method with the Harr wavelet method [6] and Sinc-Legendre method [21] for \( \alpha = 0.5 \) in Table 2.

**Table 1. Absolute Errors for Example 6.1, at \( t = 1 \) by \( N_x = N_t = 10 \).**

<table>
<thead>
<tr>
<th>( x_i )</th>
<th>( \alpha = 0.3 )</th>
<th>( \alpha = 0.5 )</th>
<th>( \alpha = 0.7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0130</td>
<td>6.8226e-04</td>
<td>7.5436e-06</td>
<td>5.7748e-05</td>
</tr>
<tr>
<td>0.0675</td>
<td>1.3844e-03</td>
<td>2.2100e-06</td>
<td>9.7319e-04</td>
</tr>
<tr>
<td>0.1003</td>
<td>2.4514e-04</td>
<td>1.5987e-05</td>
<td>1.3594e-03</td>
</tr>
<tr>
<td>0.2833</td>
<td>6.9068e-04</td>
<td>2.0179e-05</td>
<td>2.2320e-03</td>
</tr>
<tr>
<td>0.4256</td>
<td>7.2284e-04</td>
<td>1.4552e-05</td>
<td>2.6108e-03</td>
</tr>
<tr>
<td>0.5744</td>
<td>6.1914e-04</td>
<td>1.6345e-05</td>
<td>2.5043e-03</td>
</tr>
<tr>
<td>0.7167</td>
<td>3.6897e-04</td>
<td>2.4712e-05</td>
<td>1.9489e-03</td>
</tr>
<tr>
<td>0.8397</td>
<td>7.5934e-05</td>
<td>1.0328e-05</td>
<td>1.1247e-03</td>
</tr>
<tr>
<td>0.9325</td>
<td>2.3393e-04</td>
<td>2.8730e-05</td>
<td>4.6176e-04</td>
</tr>
<tr>
<td>0.9870</td>
<td>2.9617e-04</td>
<td>7.9615e-06</td>
<td>1.9783e-05</td>
</tr>
</tbody>
</table>

**Example 6.2.** Consider the following time-fractional convection-diffusion equation [30]:

\[
\frac{\partial^\alpha u(x, t)}{\partial t^\alpha} - \frac{\partial^2 u(x, t)}{\partial x^2} = \left( \frac{2}{\Gamma(3-\alpha)} t^{2-\alpha} + 4\pi^2 t^2 \right) \sin(2\pi x), \quad (6.2)
\]

where \( 0 < \alpha < 1 \), with the initial condition \( u(x, 0) = 0, \ 0 < x < 1 \), and the boundary conditions \( u(0, t) = 0, \ u(1, t) = 0, \ 0 \leq t \leq 1 \). The exact solution is \( u(x, t) = t^2 \sin(2\pi x) \).
Table 2. Comparison of Absolute Errors for Example 6.1, for $\alpha = 0.5$, $t = 0.5$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$m = 64$</td>
<td>$m = 25$</td>
<td>$N_x = N_t = 10$</td>
</tr>
<tr>
<td>0.1</td>
<td>1.210e-3</td>
<td>6.462e-6</td>
<td>5.5127e-05</td>
</tr>
<tr>
<td>0.2</td>
<td>1.259e-3</td>
<td>1.578e-5</td>
<td>6.3034e-05</td>
</tr>
<tr>
<td>0.3</td>
<td>1.865e-3</td>
<td>2.272e-5</td>
<td>2.5286e-05</td>
</tr>
<tr>
<td>0.4</td>
<td>7.412e-3</td>
<td>2.674e-5</td>
<td>9.7841e-06</td>
</tr>
<tr>
<td>0.5</td>
<td>1.006e-6</td>
<td>2.759e-5</td>
<td>2.3230e-06</td>
</tr>
<tr>
<td>0.6</td>
<td>7.460e-3</td>
<td>2.534e-5</td>
<td>6.5798e-06</td>
</tr>
<tr>
<td>0.7</td>
<td>1.724e-3</td>
<td>2.035e-5</td>
<td>3.6040e-06</td>
</tr>
<tr>
<td>0.8</td>
<td>4.990e-3</td>
<td>1.320e-5</td>
<td>1.8435e-06</td>
</tr>
<tr>
<td>0.9</td>
<td>1.678e-2</td>
<td>4.653e-6</td>
<td>6.3126e-06</td>
</tr>
</tbody>
</table>

Figure 1. Absolute Error for Example 6.1 by $N_x = 30$, $N_t = 15$, $\alpha = 0.5$.

Table 3 shows the absolute errors of numerical results, achieved by FIM with MQ-RBFs, for $N_x = N_t = 15$ and $\alpha = 0.3, 0.5, 0.7$. Also, Figure 2 shows the graph of the absolute error for $N_x = N_t = 15$, and $\alpha = 0.5$. Table 4 shows a comparison between the absolute errors obtained by the present method with the Chebyshev wavelets [30] for $\alpha = 0.5$. 
Table 3. Absolute Errors for Example 6.2, by FIM-RBF method.

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>$\alpha = 0.3$</th>
<th>$\alpha = 0.5$</th>
<th>$\alpha = 0.7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0060</td>
<td>5.2870e-03</td>
<td>5.2375e-03</td>
<td>5.1375e-03</td>
</tr>
<tr>
<td>0.0314</td>
<td>6.6530e-03</td>
<td>7.0803e-03</td>
<td>7.9649e-03</td>
</tr>
<tr>
<td>0.0759</td>
<td>1.0664e-03</td>
<td>1.3431e-04</td>
<td>1.7973e-03</td>
</tr>
<tr>
<td>0.1378</td>
<td>9.6358e-04</td>
<td>2.5440e-03</td>
<td>5.8306e-03</td>
</tr>
<tr>
<td>0.2145</td>
<td>7.9222e-04</td>
<td>2.8262e-03</td>
<td>7.0697e-03</td>
</tr>
<tr>
<td>0.3029</td>
<td>9.6562e-04</td>
<td>2.9346e-03</td>
<td>7.0582e-03</td>
</tr>
<tr>
<td>0.3994</td>
<td>1.0528e-03</td>
<td>2.2557e-03</td>
<td>4.8016e-03</td>
</tr>
<tr>
<td>0.5000</td>
<td>1.2604e-03</td>
<td>1.1870e-03</td>
<td>1.0918e-03</td>
</tr>
<tr>
<td>0.6006</td>
<td>1.4816e-03</td>
<td>1.3947e-04</td>
<td>2.5852e-03</td>
</tr>
<tr>
<td>0.6971</td>
<td>1.6544e-03</td>
<td>4.3188e-04</td>
<td>4.7010e-03</td>
</tr>
<tr>
<td>0.7855</td>
<td>1.8245e-03</td>
<td>2.9531e-04</td>
<td>4.6375e-03</td>
</tr>
<tr>
<td>0.8622</td>
<td>2.1498e-03</td>
<td>5.2249e-04</td>
<td>2.8054e-03</td>
</tr>
<tr>
<td>0.9241</td>
<td>2.5276e-03</td>
<td>1.5729e-03</td>
<td>3.7269e-03</td>
</tr>
<tr>
<td>0.9686</td>
<td>2.8134e-03</td>
<td>2.4291e-03</td>
<td>1.6473e-03</td>
</tr>
<tr>
<td>0.9940</td>
<td>3.0375e-03</td>
<td>2.9790e-03</td>
<td>2.8591e-03</td>
</tr>
</tbody>
</table>

Table 4. Comparison of Absolute Errors for Example 6.2, for $\alpha = 0.5$.

<table>
<thead>
<tr>
<th>$(x_i, t_i)$</th>
<th>Chebyshev wavelets [30] $k = 2, M = 6$</th>
<th>Present method $N_x = N_t = 20$</th>
<th>Present method $N_x = N_t = 30$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.1, 0.1)</td>
<td>2.3839e-5</td>
<td>2.3961e-05</td>
<td>2.8260e-06</td>
</tr>
<tr>
<td>(0.2, 0.2)</td>
<td>3.6105e-5</td>
<td>5.7397e-07</td>
<td>4.0035e-07</td>
</tr>
<tr>
<td>(0.3, 0.3)</td>
<td>2.6326e-5</td>
<td>3.8013e-06</td>
<td>2.1145e-07</td>
</tr>
<tr>
<td>(0.4, 0.4)</td>
<td>1.4284e-5</td>
<td>2.8072e-06</td>
<td>4.1308e-07</td>
</tr>
<tr>
<td>(0.5, 0.5)</td>
<td>1.9179e-15</td>
<td>1.3523e-05</td>
<td>2.4121e-06</td>
</tr>
<tr>
<td>(0.6, 0.6)</td>
<td>5.8484e-6</td>
<td>5.4555e-05</td>
<td>1.0361e-05</td>
</tr>
<tr>
<td>(0.7, 0.7)</td>
<td>1.3371e-5</td>
<td>1.1569e-04</td>
<td>2.1877e-05</td>
</tr>
<tr>
<td>(0.8, 0.8)</td>
<td>1.0486e-5</td>
<td>1.9818e-04</td>
<td>3.5520e-05</td>
</tr>
<tr>
<td>(0.9, 0.9)</td>
<td>4.8384e-6</td>
<td>3.3039e-04</td>
<td>7.1919e-05</td>
</tr>
</tbody>
</table>

7. Conclusion

In this paper, a modification of the finite integration method in combination with the radial basis function method is extended to solve time-fractional convection-diffusion equation with variable coefficients. By transforming PDEs into integral equations, by the finite integration method, constants of integration are appeared. So, the proposed method used initial conditions for determining these constants. This leads to fewer computations rather than the usual FIM. Also, to overcome the singularity included in the definition of fractional derivatives, an integration matrix is obtained by the product Simpson method. The main advantage of FIM is that it gives much higher accurate approximations than the finite difference method, finite
element method, and point collocation method [15–17]. As the results obtained from the proposed approach show in Tables, the presented approach is efficient and reliable. Also, the comparisons with the previous methods show that the proposed method have enough accurate solutions.
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