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Abstract In this paper, the existence and uniqueness of the solution of a nonlinear fully fuzzy
implicit integro-differential equation arising in the field of fluid mechanics is investi-
gated. First, an equivalency lemma is presented by which the problem understudy
is converted to the two different forms of integral equation depending on the kind
of differentiability of the solution. Then, the conditions required to guarantee the
existence of a solution for the equivalent integral equation areinvestigated using the
Schauder fixed point theorem in semilinear Banach space.
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1. INTRODUCTION

One of the interesting subjects related to fuzzy mathematics is differential and
integral equations with fuzziness. Uncertainty of some parameters in the governing
equations of engineering systems and fuzziness of the pertaining boundary or initial
conditions arisen by the nature of such systems motivated researchers to study differ-
ent kinds of fuzzy differential or integro-differential equations (see e.g. [1]-[5], [7]-[10],
[15), [16], [19)).

Recently, different forms of fuzzy integro-differential equations have been studied
theoretically and numerically. There is considerable amount of study dealing with
the numerical solution of fuzzy integro-differential equations (see e.g. [19, 3, 4]).
At the same time, significant investigations can be found in the literature on the
existence results of such equations. The existence and uniqueness results for nonlinear
form of fuzzy integro-differential equations has been done by Balasubramaniam et
al. [8] using Banach fixed point theorem. Afterward, the same authors studied the
existence and uniqueness result of semilinear fuzzy integro-differential equations with
nonlocal initial condition via Banach fixed point theorem [7]. After introducrtion of
generalized differentiability of fuzzy functions by Bede in [9], fuzzy integro-differential
equations nuder generalized differentiability gained much attention of researchers (see
e.g. [2,5]). All researches in the existence and uniqueness of solution for fuzzy integro-
differential equations are by the help of various fixed point theorems. A generalization
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of Schauder fixed point theorem for semilinear Banach space has been done by Agarwal
et al. [1]. Since Rx is a semilinear Banach space, this theorem can be used in fuzzy
differential equations. The advantage of this fixed point theorem is that it’s required
conditions are weaker than Banach fixed point theorem. In this work, this theorem
is used to prove the existence solution for the equation understudy.

Here, an implicit kind of fuzzy integro-differential equation is considered. Through-
out this work, the term “implicit” is used for the typical nonlinear equation G(z, h(x),
W (z), ..., A (z)) = 0 which is not convertible to (™) (x) = H(x, h(z), b (z), ..., h" D (z)).
In spite of extensive study dealing with the explicit fuzzy integro-differential equa-
tions, it is difficult to find an investigation about the so called implicit kind of such
equations. This kind of equations appear frequently in different engineering problems
such particle dynamic in fluid mechanics (see e.g. [6, 13, 17]). Recently, the existence
and uniqueness of solution for the crisp kind of this equation has been studied in
[14]. In the present work, our interest goes to the fully fuzzy form of the same equa-
tion in which all the pertaining parameters, functions and initial conditions include
uncertainty based on their physical concepts.

This paper is organized as follows: In section 2, some elementary definitions and
theorems are given which are necessary for the remaining parts of the paper. The
existence results for the problem under study is presented in section 3. The prob-
lem is studied in two separate cases including (i)-differentiability (case 1) and (i4)-
differentiability (case 2) of the solution. Finally in the section 4, the uniqueness results
are discussed.

2. PRELIMINARIES

In the current section, some elementary definitions and theorems are stated which
will be required in the remaining parts of this paper.

Definition 2.1. (see [12].) A fuzzy number is a fuzzy convex and normal fuzzy subset
in R with upper semicontinuous membership function and compact support. The set
of all fuzzy numbers is denoted by Rr.

For 0 < r <1, the r-cut of fuzzy number u is defined as

{zeR:u(z)>r}, 0<r<1,
[u]" =

{reR:u(z) >0}, r=0.

It is clear that w is a fuzzy number if and only if it’s r-cuts are closed and bounded
intervals and [u]! # 0 (see [11]).

Definition 2.2. (See [9].) Let u,v € Ry and A € R. The sum, H-difference and
scalar product are defined levelwise as follows:

[u+v]" = [u]" +[o]",
[0S o] = [l — T, — o,
Au]” = Au]”,

where [u]” = [u”, v} ] and [v]" = [v7,v]].
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The space Rr can be metricized by the metric D(u,v) = sup,¢cjo,;ymaz{|u’ —
o |, July — o' |}, where [u]” = [u” ,u%}] and [v]" = [v7,v]}] are r-cuts of u,v € Rx. It
is well known that (Rz, D) is a complete metric space with the following properties:
(i) D(u+v,u+ w) = D(v,w),
(ii) D(k.u,k.v) = |k|D(u,v),
(iii) D(u+ v, w +€e) < D(u,w) + D(v,e).
Let R% be the space of fuzzy numbers u € Ry such that the function o — [u]® is
continuous. It is well known that (R%, D) is a complete metric space. Consequently,
(C([a,b],R%), d) is a complete metric space where

d(y,z) = sup D(y(t), z(t)).
t€la,b]

Definition 2.3. The subset A C R% is called compact supported if for some compact
set K C R we have

W°CK, VyeA

Definition 2.4. Let A C R% and o € [0,1]. The subset A is called level-equicontinuous
at ag if for every € > 0 there exists 6 > 0 such that:

la — a0l <0 = du(lyl* [y]™) <€ Vye A4,

where dy is the Hausdorff distance
du([y)*, [y]*°) = maz{|y2 —y2°|, [y§ — y3°[}.

Theorem 2.5. (see [1]) Assume A is a compact-supported subset of R%. Then, A is
relatively compact subset of (R%, D) if and only if A is level-equicontinuous on [0,1].

Definition 2.6. (see [18]) Let f : [a,b] — Rx. The function f is called Riemann
integrable if for every € > 0 there exists § > 0 such that for any partition A, :
a=2xy<x < .. <zxy=>0of]lab] with max (z; —x;—1) < J and for any ¥; €

1<i<n
[xi—1,24],Vi=1,..,n, we have

D (Z(xz - 96i1)-f(1/1i)714> <e,

i=1
for some A € Rx. Then, A is called Riemann integral of f and it is denoted by

A= [V f(t)at.

Definition 2.7. (see [9].) The function f : (a,b) — Rz is called strongly generalized
differentiable at zg € (a,b) if there exists f'(z9) € Rx such that for sufficiently small
h>0

(i) there exist H-differences f(zo 4+ h) © f(zo) and f(x0) © f(xo — h) such that

lim D (f(130+h]1@f($0)7f/(x0)> ~ lim D (f($0)@£($0 —h),f/(x0)> _o.

or
(ii) there exist H-differences f(x0) © f(xo+ h) and f(zo — h) © f(zo) such that

e D <f(x0) e_f}gzo + h)’f,(xo)) ~ Jim D (f(xo _(}i)h)@ f(m(’),f’(a:o)) _o.

(<)
EE
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or
(iii) there exist H-differences f(xg+ h) © f(xo) and f(zo — h) © f(zo) such that

: flzo+h) O fzo) . f(xo —h) © f(zo)
}ILI{%D((O }1 (O)Mf(xo)):ilbl{%l)((o _)h (0),f(-'170)>:0

or
(iv) there exist H-differences f(xg) © f(zo + h) and f(xg) © f(xo — h) such that

lim D (f(%) © f(zo +h)7f/($0)> ~ lim D (f(%) O f(xo — h)’f/($0)> _o.

—h h

Lemma 2.8. (see [9]) Let 29 € R and f : R X R — Rx be continuous. Then, the
fuzzy differential equation y' = f(x,y),y(x0) = yo € Rx is equivalent to one of the
integral equations:

y(x) = o +/ f(ty(#))dt,Va € [zo, 1],
if y is considered to be (i)-differentiable, or
= (@) + (-1 [t y(O)it Yo & oo,

if y is considered to be (ii)-differentiable on some interval (xo,z1) C R.

Lemma 2.9. (see [18]) Let f : [a,b] = Rx be continuous. Then F(t) = fat f(s)ds is
(i)-differentiable and F'(t) = f(t).

In the remaining part of the present section, semilinear Banach spaces and Schauder
fixed point theorem in these spaces are introduced which has been proven by Agarwal
et al. [1].

Definition 2.10. ( see [1]) A semilinear space S equipped with a metricd : S x S —
R, is called semilinear metric space if
e d is translation invariant, that is, d(u+v, w+v) = d(u, w) for any u,v,w € S,
e d is positively homogeneous, that is, d(Au, Aw) = Ad(u,w) for any u,w € S
and A > 0.

In this space, a norm is defined by ||z|| = d(x,0). S is called a semilinear Banach
space if it be simultaneously a semiliniear and complete metric space. Therefore,
although the set of real fuzzy numbers is not a Banach space, it can be a semiliniear
Banach space because it is both semilinear and complete metric space.

Theorem 2.11. ([1], Schauder Fized point theorem for semilinear spaces) Let B be a
nonempty, closed, bounded and convex subset of a semilinear Banach space S having
the cancelation property, and suppose that P : B — B is a compact operator. Then
P has at least one fixed point in B.

Remark 2.12. The space of fuzzy numbers R% is a semilinear Banach space having
the cancelation property. Therefore, the Schauder fixed point theorem holds true for
R%.

f

(el
BE
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3. PROBLEM DESCRIPTION

The present section is devoted to study the following implicit form of fuzzy integro-
differential equation with initial condition

W(t) = g(t, h(t)) +/0 H(t,s,h(s),h’(s))ds, tel=1[0t] (3.1)
h(0) = ho, (3.2)

where g and H are continuous functions and hg is a fuzzy number. It is worth to
mention that this equation is general form of the equation governing the motion of a
particle submerged in a viscous fluid medium including some uncertain parameters.
Based on the kind of generalized differentiability of the solution, the existence
result of the initial value problem (3.1)-(3.2) is investigated in two separate forms:
(i)-differentiable solution (case 1) and (i7)-differentiable solution (case 2).
Case 1. Suppose that h is (7)-differentiable. The following lemma converts the initial
value problem (3.1)-(3.2) into an equivalent integral equation. This lemma allows us
to use the equivalent integral equation instead of the initial value problem in our
theoretical investigations.

Lemma 3.1. Consider the nonlinear integral equation

u(t) = g(t, ho + /Otv(z)dz) + /Ot H(t,s,ho + /OS v(z)dz,v(s))ds. (3.3)

The equation (3.3) has a unique continuous solution v if and only if (3.1)-(3.2) has
a unique (i)-differentiable solution h such that

h(t) = hg +/0 v(z)dz.

Proof. First, it is shown that the existence of a (i)-differentiable solution to (3.1)-
(3.2) is equivalent to the existence of a continuous solution to (3.3). Suppose that
(3.1)-(3.2) has a (i)-differentiable solution h. Let me to define

u(t) == 1 (t). (3.4)

Considering Lemma 2.8, the equality (3.4) along with the initial condition h(0) = hg
is equivalent to

h(t) = ho + /Ot v(z)dz. (3.5)

Replacing (3.4) and (3.5) in (3.1), it holds

v(t) = g(t,ho + /Ot v(z)dz) + /Ot k(t,s,ho + /0S v(z)dz,v(s)s)ds.

Thus the integral equation (3.3) has a solution v. To prove the inverse, suppose that
(3.3) has a continuous solution v and let

h(t) = ho + / o)z (3.6)
c [ ]
(0] €]
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Since v is continuous, from Lemma 2.9, h(t) is (¢)-differentiable and

R (t) = v(t). (3.7)
Replacing (3.6) and (3.7) in (3.3), it holds
W(0) = g(1h(1)) + /0 1 (1,5, h(s), H(5) ) ds. (3.8)

Furthermore, (3.6) leads to h(0) = hg. This fact along with (3.8) mean that (3.1)-(3.2)
has a (i)-differentiable solution h.

Now, it is shown that the uniqueness of the solution to (3.1)-(3.2) is equivalent to
the uniqueness of the solution to (3.3). In a proof by contradiction, it is assumed
that (3.1)-(3.2) has a unique (7)-differentiable solution A and (3.3) has two different
solutions v; and vy. From (3.6), the functions hy(t) = ho + fot v1(z)dz and hao(t) =
ho + fot va(z)dz are solutions of (3.1)-(3.2). Uniqueness of the solution of the initial
value problem (3.1)-(3.2) implies that hq(t) = ho(t), and therefore, h}(t) = hb(t).
Thus, (3.7) leads to v1(t) = va(t). Inversely, let (3.3) has a unique continuous solution
v and (3.1)-(3.2) has two different solutions h; and he. From (3.4), v1(¢) = h{(¢) and
va(t) = h4(t) are the solutions of (3.3). Since this equation has a unique solution,
it can be concluded v; = vy. Taking integral from both sides of this equality and
considering the fact that hy and hy are (i)-differentiable, it holds

t t
ho +/ v1(s)ds = hg —I—/ va(s)ds = hi(t) = ha(t),
0 0
which completes the proof. O
Theorem 3.2. Let R > 0 and

Go = {(t,s)\t €[0,t],s € [O,t]}7
Gy = {(t,h) € [0,t5] x R% : D(h,0) < R},

Gy = {(t,s,h,w) € [0,t5] x [0,t5] x R& x R% : D(h,0) < R & D(w,0) < ||ho| +tfR}.
If
(i) g is continuous and compact on Gy and, My = supq pyeq, D(9(t, h),0),
(i) H is continuous and compact on Gz and, My = sup(, , j vyea, D(H(t, s, h,v), 0),
(iii) My +t;Myg < R.
Then (3.1)-(3.2) has at least one global (i)-differentiable solution.
Proof. Define the operator ® : A — A as

t t s
Du(t) = g(t,ho +/ v(z)dz) —|—/ H(t,s,ho +/ v(z)dzm(s))ds,
0 0 0
where
A= {v € C([0,ts],R%); d(v,0) < R}.
From Lemma 3.1, v € C([0,tf],R%) is a solution of (3.3) if and only if h = hg +
fg v(z)dz is a (i)-differentiable solution of (3.1)-(3.2). So, to prove (3.1)-(3.2) has
B
BE
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a (i)-differentiable solution, it is enough to prove (3.3) has a continuous solution.
Clearly, a fixed point of @ is a solution of (3.3). Thus, in order to show the existence

of a solution of (3.3), it is enough to show ® has a fixed point.
At the first, it is needed to prove ® is well-defined. To this end, suppose that v € A
and t1,ts € [O,tf} (tl < tg)

D(®v(t1), Po(t2)) < D(g(tl, ho + /Ot1 v(2)dz), g(t2, ho + /;2 v(z)dz))Jr
/Ot1 D(H(t1, s,ho + /OS v(2)dz,v(s)), H (t2, s, ho + /OS v(z)dz,v(s)))ds

s

+/:2D(f),H(t27s,ho+/0 v(2)dz,v(s)) ) ds.

Since g and H are continuous and H is bounded, it can be easily concluded that
t1 — to implies D(Qv(t1), Pv(t2)) — 0. Thus ®v € C([0,t¢],R%). Now, to complete
the proof of well-definedness of ¢, it is required and sufficient to show d(®v, 0) < R.
From the conditions (i), (ii) and (iii), it follows

t t s
D(@U(t),f)) gD(g(t, ho—|—/ U(z)dz),()) —|—/ D(H(t,s,ho+/ v(z)dz,v(s)),f))ds
0 0 0
t
<M, +/ Mpds < Mg +tfMp < R.
0

Therefore,

Thus, ® maps A to itself.

Now, it is demonstrated that ® is a compact operator. Since the processes of this
proof is long, in order to avoid confusion and to clarify the proof procedure, the fol-
lowing flowchart is proposed. In this flowchart, each rectangular contains an assertion
which is proved by proving all the next assertions inside the different rectangulars.
Some assertions are demonstrated directly and some others are proven by using the
theorems which are mentioned in the middle of lines connecting the rectangulars.

By the definition of compact operator, it is enough to demonstrate ®(A) is relatively
compact. According to Arzela-Ascoli theorem, relatively compactness of ®(A) is
satisfied if ®(A) is equicontinuous and ®(A)(t) is relatively compact for each ¢ € [0, 7).

In order to prove equicontinuity of ®(A), let v € A and e is given. Since g is
continuous, there exists some §; > 0 such that for (¢1,11), (t2,v2) € [0,tf] X RF

max{\tl —t2|,D(ll1,l/2)} Sdl — D(g(tl,ljl),g(tg,ljg)) S g (39)
By a simple calculation, for |t; — 3| < d1/R, it can be proved that
th to
D(ho +/ v(z)dz, ho +/ v(z)dz) < d1. (3.10)
0 0
By combining (3.9) and (3.10), if |t; — t2| < d2 in which dy = min{d;, d1/R} then
ty ta €
D(g(tl,ho—l—/o v(z)dz),g(tg,ho—i—/o v(z)dz)) < 3 (3.11)

(<)
EE
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FIGURE 1. The flowchart representing procedure for proving ¢ ® is compact”

By definition of NI
compact operator

By Arzela-Ascoli theorem

1
}

| @(A)(1) is relativelv compact for each t ‘

A)is relatively compact ‘

| @A) is equicontinuous |

By theorem 1

|
| }

‘ D(A)(1) is level-equicontinuous |

‘ D(A)(t) is compact supported ‘

By direct proof By direct proof

Furthermore, since H is continuous, there exists some d3 > 0 such that |[t; —t2] < d3

implies
D(H(tl,s,ho —|—/O v(z)dz,v(s)),H(tg,s,ho +/0 v(z)dz,v(s))) < @ (3.12)
Let 6 = min{ds, 03, 337~} and |t; —t2| < J. Then, (3.11) and (3.12) yields

(<I>v(t1) Bo(ta)) < D<g(t17ho+/0t1 v(z)dz)g(t?,ho+/0tzv(z>dz))

( t1, s, ho + ’ (z)dz,v(s)),H(tg,s,ho + /Osv(z)dz,v(s))>ds

( H ta, s, ho—&-/osv(z)dz,v(s)))ds

w\m

+ 4
3
which means ®(A) is equicontinuous.

In order to prove relatively compactness of ®(A)(t), based on theorem 2.5 it is
enough to prove ®(A)(t) is compact supported and level-equicontinuous. To this end,

<

w\m

let me to define the set A as
t
A= {w € C([0,t5],R%) | w(t) = ho —|—/ v(z)dz & v € A}.
0

Clearly A is bounded. By using compactness of g, one can concluded ¢([0,tr],A) is
s o ! By

relatively compact and consequently by theorem 2.5, it is level-equicontinuous
(Go, A, A) is level-equicontinuous as well. So, for € > 0 there
[c]v)

a similar reasoning, H ,
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exists > 0 such that |a — 5| < § implies

dH([g(t, ho +/0tv(z)dz)]a, [g(t, ho —|—/0tv(z)dz)]ﬁ) < % vVt € [0,t5],v € A

(3.13)
and for all (¢,s) € Gop and v € A

dH([H(t,s,ho + /0S v(z)dz,v(s))}a, [H(t,s,ho + /Osv(z)dz,v(s))] ) < %

Hence, from (3. 13) and (3.14)

dH([cp(A)(t ) ( (t h0+/0t (2)dz)
/t dH< (t,s,ho +/0 v(z)dz,v( a [H(t,s,ho+/os v(z)dz,v(s))r)ds
/ grdi<e

Therefor7 ®(A)(t) is level-equicontinuous in R%. Finally, it is necessary to show
O(A)(t) is compact-supported. Let v € A, then

[‘b(v)@)]o = 9(757 [ho]® + /Ot [v(s)]ods)
# [ (s i+ [ prds peR)as

(0.t )+ [ 1 (G0 [P I s

A = {[U]0|v c A} & [AP° = {[1}]0|v € A}.

Since A and A are bounded, it follows that [A]° and [A]° are bounded. Considering
compactness of g and H, there exist compact sets Ky and K3 such that g([O7 tsl, [A]O) -

K, and H(Go, [A]°, [A]°) C K. Hence ®(A)(t) is compact supported. Therefore, ¢
is a compact operator.

Now theorem 2.11 shows that the equation (3.3) has at least one solution v. From
Lemma 3.1, the initial value problem (3.1)-(3.2) has at least one (i)-differentiable
solution h and

._.
2
—
s
—
QH-
>
S
=+
S—
>
>
=
w
N
QU
I\
S—
—
®
~_

where

h(z) = ho + /Olv(z)dz.
U

Case 2. Suppose that h is (ii)-differentiable. In the same spirit of case 1, in order
to facilitate the investigation of existence and uniqueness results the following Lemma
is proposed which converts the initial value problem (3.1)-(3.2) to an equivalent inte-
gral equation under the assumption of (i4)-differentiability of the solution.

(<)
EE
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Lemma 3.3. Consider the following nonlinear integral equation

u(t) zg(t, ho@(—l)/otv(z)dz) —I—/OtH(t,s,hoe(—1)/Osv(z)dz,v(s))ds (3.15)

The equation (3.15) has a continuous unique solution v if and only if (3.1)-(3.2) has
a unique (it)-differentiable solution h, such that

t
h(z) =ho© (—1)/ v(z)dz.
0
Proof. Similar to Lemma 3.3. g

The most challenge in this case is the existence of H-difference ho © (—1) fot v(z)dz.
Part (iv) of the following theorem ensures the existence of the H-difference.

Theorem 3.4. Let R > 0 and Gy, G1 and Gy are the same as in theorem 3.2.
Consider the assumption (1)-(iii) of theorem 3.2 along with the following assumption,
(iv) Let there exist the constants C; > 0, Cy < 0, D; > 0 and D2 < 0 such that

9, 9,
Ehof > O, Ehmr < Cy,
0
E’Ul(t) S D17 avi(t) 2 Dz, Vt € [O,t‘f}

and for all t € [0,ts] it holds that vl (t) = vi(t). Then, the initial value problem
(3.1)-(3.2) has at least one local (i3)-differentiable solution.

Proof. In a similar way of Lemma 2.2 of ref. [10], I have to show for all » € [0, 1],
[ho” + fot o' (t)dt, ho'y + fot v” (t)dt] are r-cuts of a fuzzy number. This sentence is
equivalent to show

t t
hol +/ vl (t)dt < holy +/ vl (t)dt,
0 0
t
ho” + / vl (t)dt is increasing with respect to r,
0

t
ho', + / v’ (t)dt is decreasing with respect to r.
0

It can be proven that the above assertions hold true for all ¢ € [0,A], in which

h = min{f%, f%}. For details of proof see Lemma 2.2 of ref. [10]. I use this

h in the definition of the A i.e.
A= {v e 0([0, k), R%); d(v, 0) < R}.

In the same way of theorem 3.2, the operator ® : A — A can be defined as

Du(t) = g(t,ho o (-1) /Otv(z)dz) + /Ot H(t,s,ho o (-1) /OS v(z)dz,v(s))ds.

From Lemma 3.3, v € C([0,t¢],R%) is a solution of (3.15) if and only if h = hy ©

(-1) fg v(z)dz is a (ii)-differentiable solution of (3.1)-(3.2). So, to prove (3.1)-(3.2)

has a (i1)-differentiable solution, it is enough to prove (3.15) has a continuous solution.
el
ZlE]
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Clearly, a fixed point of ® is a solution of (3.15). Thus, in order to show the existence
of a solution of (3.15), it is enough to show ® has a fixed point. For this purpose,
according to the Schauder fixed point theorem, it is enough to prove ® is a compact
operator. The details of demonstration of this result is very similar to the theorem
3.2. O

4. UNIQUENESS

Uniqueness of the solution of initial value problem (3.1)-(3.2) is also can be obtained
applying some strong condition such as Lipschitz conditions.

Theorem 4.1. Let g and H are Lipschitz continuous, i.e. there exist some real
positive numbers L, Ly and Lo such that

D(g(t,hl),g(t,hg)) < LD(hy, hs)
D(H(t, s, hl,vl),H(t,s,hg,vg)) < L1 D(h1, hs) + LoD(v1, vs)

Then the initial value problem (3.1)-(3.2) has a unique solution both in (i)-differentiable
and (ii)-differentiable cases.

Proof. Taking into account Lemma 3.1, the initial value problem (3.1)-(3.2) has a
unique (¢)-differentiable solution iff the integral equation (3.3) has a unique continuous
solution. So in order to prove uniqueness of (3.1)-(3.2), it is enough to prove (3.3)
has a unique solution. To prove uniqueness of solution of (3.3), let me assume vy, vy
are two solutions of (3.3) then

D(vi(t),v2(t)) < LD(ho + /(;t v1(z)dz, ho + /Ot vg(z)dz)Jr

/Ot (LlD(ho +/Os v1(2)dz, ho +/Os va(2)dz) +L2D(v1(s),v2(s))>ds

< L/OtD(m(z),vg(z))der/Ot (L1 /:D(vl(z),vz(z))dwLQD(UI(S),UQ(S)Dds
:L/OtD(vl(z),vg(z))dz—‘rLl /Ot /:D(vl(z),vg(z))dzds-‘rLg /OtD(vl(s),’ug(s))ds
:L/OtD(m(z)wg(z))dz-i-Ll /Ot (t — 2)D(v1(2),v2(2))dz + Lo /OtD(vl(s),vg(s))ds
<(L+t7Ly+ L2)/Ot D (01 (s), va(s)) ds.

By using Gronwall’s lemma, I obtain that D (vy(t),v2(¢)) = 0 on [0, ;] which yields
V1 = Vg.

In a similar way, one can prove the initial value problem (3.1)-(3.2) has a unique
(ii)-differentiable solution. O

Remark 4.2. The fuzzy differential equations based on generalized Hukuhara de-
rivative have some applicable limitations. In fact, if the time freely be increased,
the solution diameter dramatically increase or decrease. This leads to incorrect solu-
tion in which the boundary lines diverge from each other under (i)-differentiability or
cross each other under (ii)-differentiability. This shortcoming has been examined in
[2]. They introduced mixed solutions as a possible way to tackle the problem. When

(<)
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the kind of differentiability of the solution is changed within the domain (from (i) to
(ii) or inverse) the solution is called “mixed solution”. By using the same strategy for
the solutions of (3.1)-(3.2), the equivalent integral equations will be

g(t ho+f0 s)ds) +f0 (¢, s, ho +f0 T)dT,v(s))ds, t€]0,ts],

o(t) = g(t, h(t ft (4.1)
+f0 t s, h ts) (—1) f:s v(T)dr,v(s))ds, t € [ts,ty],

or
gt ho © ( fo

o(t) = +f0 (¢, s, ho o( fo T)dr,v(s))ds, t €[0,ts], (4.2)

+ft s)ds) +f0 (t,s,h(t +ft T)dr,v(s))ds, t € [ts,ts].

The point ¢ is called sw1tch1ng point. Since for t € [O,ts}7 v(t) coincides with case
1in (4.1) or case 2 in (4.2) and for t € [t,tf], v(t) coincides with case 2 in (4.1) or
case 1 in (4.2), the details of the proofs for existence and uniqueness results of these
integral equations are avoided.

5. EXAMPLES

Example 1. (Case 1.) Counsider the following implicit form of fuzzy integro-differential
equation under (i)-differentiability

h2(t)

R (t) = cos(t).A S 5

+/O h(s)h'(s)ds, tel=]0, g],
h(0) =0,

in which A = (0,1,2) and the exact solution is h(t) = sin(¢).A. In this example, we
have

g(1.h(1)) = cos(t)
(5 his), W)
ho := 0.

A@
= h(s

) ) (5.1)

Applying Lemma 3.1 along with (5.1), the equivalent integro-differential equation of
this problem is

v(t)cos(t).A@;</ ) // s)dzds

with the exact solution v(t) = h/(t) = cos(t).A.

Example 2. (Case 2.) Consider the following implicit form of fuzzy integro-
differential equation under (ii)-differentiability

B'(t) = e ".(0,2,4) + (te™" = 1).(0,1,2) + /t sh'(s)ds, telI=10,1],
0
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in which A = (—2,—1,0) and the exact solution is h(t) = e*.A. In this example, we
have

H(t, s, i;(s’), ;L’(s)) = sh/(s), (5.2)

Applying Lemma 3.3 and (5.2), the equivalent integro-differential equation of this
problem is

t
o() = e.(0,2,4) + (te—* — 1).(0,1,2) +/ su(s)ds
0
with the exact solution v(t) = h/(t) = e~*.(0,1,2).

6. CONCLUSION

I demonstrate a lemma which converts the implicit form of fuzzy integro-differential
equation to an equivalent fuzzy nonlinear integral equation. Using the recently pub-
lished Schauder fixed point theorem in semilinear Banach space instead of using the
classical Banach fixed point theorem, I studied the existence of the solutions for the
proposed fuzzy implicit integro-differential equation. This requires weaker conditions
than the classical Banach fixed point theorem. I considered (i) and (i¢) kinds of
generalized differentiability.
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