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Abstract
This research introduces an algorithmically efficient framework for analyzing the fractional impulsive system,

which can be seen as specific instances of the broader fractional Lorenz impulsive system. Notably, these systems
find pertinent applications within the financial domain. To this end, the utilization of cubic splines is embraced to

effectively approximate the fractional integral within the context of the system. The outcomes derived from this

method are subsequently compared with those yielded by alternative techniques documented in existing literature,
all pertaining to the integration of functions.

Furthermore, the proposed methodology is not only applied to the resolution of the fractional impulsive system,

but also extended to encompass scenarios involving the fractional Lorenz system with impulsive characteristics.
The discernible effects stemming from the selection of disparate impulse patterns are meticulously demonstrated.

In synthesis, this paper endeavors to present a pragmatic and proficient resolution to the intricate challenges

posed by impulsive systems.
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1. Introduction

Despite fractional calculus roots stretching back over three centuries, the field of fractional calculus has experienced a
surge in relevance and applicability, particularly in recent decades. This heightened interest stems from its widespread
applications across an array of disciplines. Recent research has demonstrated the effectiveness of fractional differential
equations in modeling various real-world phenomena, thereby facilitating advancements in solving complex problems
within these domains. Notable contributions in this area include works in physics [13], engineering [45], mechanics [9],
chemistry [2], finance [40], and other interdisciplinary applications [3, 14, 27]. These works collectively contribute to
the ongoing development and understanding of fractional differential equations across diverse fields.

The impulsive phenomenon manifests across various evolutionary processes of dynamic systems, spanning disciplines
such as macroeconomics [17], physics [20], and ecology [25]. It is evident that impulsivity can arise from intricate
influences on dynamic systems, encompassing disturbances that impact stability and destabilize oscillations or chaotic
systems. Conversely, impulses serve as control forces, intervening when the primary component becomes unstable.
Analyzing real-world phenomena with short-term disturbances is facilitated with impulsive systems, highlighting their
ability to effectively compensate for process deviations [32]. This underscores the control potential inherent in impulsive
perturbations, enabling the manipulation of system behavior. Several rules governing impulse control are outlined in
[42, 43].

Impulse differential equations (IDEs) find application in mathematically simulating processes subject to impulsive
events throughout their evolution. These equations are extensively studied in systems experiencing short-lived distur-
bances [44]. Such phenomena are prevalent across various scientific and technological domains, including biocontrol [8],
chemostat systems [21], and population dynamics [41]. The existence and uniqueness of IDEs have been investigated

Received: 27 April 2024 ; Accepted: 25 June 2024.
∗ Corresponding author. Email: bparsa@iau.ac.ir .

384



CMDE Vol. 13, No. 2, 2025, pp. 384-394 385

in previous works such as [33, 47, 50]. Furthermore, both analytical and numerical solutions for these equations have
been explored in the literature, as evidenced by studies such as [26, 37].

The study of fractional impulsive differential equation (FIDE) as a new branch in mathematics based on fractional
calculus has attracted the attention of many researchers [48]. In the last few years, many applications of the fractional
calculus of incorrect and arbitrary degrees have been presented, which, along with the development of numerical
methods, has promoted the position of this branch of mathematics in other sciences such as control [18], mechanics
[36], stock market [30], electronic [16], biology [15, 28]. Recently, FIDEs have been surveyed in the simulation of
many problems, including chaotic and super-chaotic devices [51], control [12], and neural networks [7]. In [10], the
topological degree approach was used to study the existence of solutions of FIDE. Moreover, the stability of these
equations was proposed in [38]. Moreover, the investigation of solutions for these equations was conducted employing
a global bifurcation approach in a study by Guan et al. [23]. Zhao et al. [52] examined FIDEs involving non-
momentum impulses through a variation method. Odibat et al. [34] utilized the differential transform approach to
simulate FIDEs. Kumar et al. [19] proposed a numerical scheme to assess the controllability of FIDEs. Additionally,
Parsa-Moghaddam et al. [35] discussed the use of Hermite interpolation for solving FIDEs, while Moniri [29] explored
B-spline interpolation for the same purpose.

In this paper, we present a general chaotic system described by a FIDE:
CD%

0,tx(t) = Ψ(t, x(t)), for t ∈ Φ′ := Φ \ {t1, t2, . . . , tu},
∆x(t) = x(t+ν )− x(tν) = Υν (x(tν)) , for ν = 1, 2, . . . , u,

x(0+) = x0,

(1.1)

where Φ := [0, T ], 0 < % < 1, and the function Ψ : Φ× Rn → Rn is jointly continuous. The impulsive control law for
system (1.1) is represented by a sequence, {tν ,Υν(x(tν))}, which induces sudden changes in the system’s state at the
instants tν , where t1 < t2 < · · · < tν < . . ., limν→∞ tν = T , and t1 > t0 = 0. This can be expressed as:

∆x(tν) = x(t+ν )− x(tν) = Υν(x(tν)), (1.2)

where x(t+ν ) = limt→t+ν x(t) and x(tν) = limt→t−ν x(t). Here, ν = bTω c, with ω = tν+1 − tν < ∞. For simplicity, we

assume x(t−ν ) = x(tν). Additionally, Υν(x(tν)) can be expressed as Cνx(tν), where Cν are n× n matrices.
Additionally, we utilize the Caputo fractional derivative [5, 6], expressed as:

CD%
0,tx(t) =

∫ t

0

1

Γ(q − %)
(t− ς)q−%−1 · x(q)(ς)dς, 0 ≤ q − 1 < % ≤ q ∈ N, (1.3)

where x(t), the unknown function, is assumed to be continuously differentiable up to (q − 1) times.
The structure of the rest of the paper is outlined in the subsequent sections: Section 2 introduces a proficient

method grounded in finite differences for discretizing the FIDE (1.1). The effectiveness and precision of this method
are assessed through numerous examples in section 3. Moreover, section 3 delves into the impact of impulses on
the chaotic financial impulsive system within the fractional context. Finally, section 4 offers concluding remarks
summarizing the findings and insights obtained from this study.

2. Theoretical Results

In this section, we aim to achieve two primary objectives. Initially, we present an approximation technique for the
fractional-order integral. Subsequently, we employ the Proposed Approach to address FIDEs (1.1). To facilitate this,
we adopt tm = mδ, where m = {0, 1, . . . , r}, and δ = T

r denotes the uniform step size, with r ∈ N. Additionally, we
delve into the left Riemann-Liouville fractional integral of order % ([39]), which is defined as follows:

J %0,tx(t) =
1

Γ(%)

∫ t

0

(t− ς)%−1 · x(ς)dς, (2.1)
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where t, %, ς ∈ R+ and Γ(·) refers to the Gamma function. To discretize the process, we need to approximate

J %0,trx(t) =
1

Γ(%)

∫ tr

0

(tr − ς)%−1 · x(ς)dς

=
1

Γ(%)

r−1∑
m=0

∫ tm+1

tm

(tr − ς)%−1x(ς)dς.

Hence, using cubic spline interpolation will get

J %0,trx(t) ≈
r∑

m=0

δ%

Γ(%+ 4)

(
αm,rxm + δβm,rx

′
m

)
, (2.2)

where

αm,r =


−6(2r + 1 + %)(r − 1)%+2 +

(
− 6(%+ 3)r2 + 12r3 + %3 + 6%2 + 11%+ 6

)
r%, m = 0,

6

(
(r −m− 1)%+2(2m− 2r − %− 1) + (r −m+ 1)%+2(2m− 2r − %+ 1 + 4(r − l)%+3)

)
, 1 ≤ m < r,

6%+ 6, m = r,

(2.3)

and

βm,r =


−(6r + 2%)(r − 1)%+2 +

(
%2 + (5− 4r)%+ 6(r − 1)

)
r%+1, m = 0,

2(3m− 3r − %)(r −m− 1)%+2 − 2(3m− 3r + %)(r −m+ 1)%+2 − 8(r −m)%+2(%+ 3), 1 ≤ m < r,

−2%, m = r.

(2.4)

Proposition 2.1. Consider a function x(t) belonging to the class C4(Φ), where % is a positive constant and ‖x(4)(t)‖∞
is bounded by M , where M is a positive value. The truncation error associated with relation (2.2) is limited by the
following inequality:

AEr =

∥∥∥∥J %0,tr [x(t)]−
(
J %0,tr [x(t)]

)
approx

∥∥∥∥
∞
≤ Mr%

16× 4!Γ(%+ 1)
δ%+4. (2.5)

Proof. Define Sm(t) as an interpolation function, which approximates x(t) within the subinterval [tm, tm+1] ⊆ Φ,
where m = 0, 1, ..., r − 1. Consequently, for any chosen value µm ∈ (tm, tm+1), it follows that:

Em(t) := xm(t)− Sm(t) = (t− tm)2(t− tm+1)2
x4(µm)

4!
,

therefore,∥∥∥∥J %0,tr [x(t)]−
(
J %0,tr [x(t)]

)
approx

∥∥∥∥
∞

=
1

Γ(%)

∫ tr

0

‖(tr − ς)%−1E (ς)‖∞dς

=
1

Γ(%)

r−1∑
m=0

∫ tm+1

tm

(tr − ς)%−1
∥∥∥∥(t− tm)2(t− tm+1)2

x4(µm)

4!

∥∥∥∥
∞
dς

=
t%rM

16× 4!Γ(%+ 1)
δ4 =

r%M

16× 4!Γ(%+ 1)
δ%+4.

�
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Proposition 2.2. According to the conditions outlined in Proposition 2.1, it is possible to express the numerical
solution of the FIDE (1.1) in the following manner:

xr = x0 +

ν∑
i=1

Υi (xi) +
δ%

Γ(%+ 4)

(
6(%+ 1)Ψ(tr, x

p
r)− 2%δΨ′(tr, x

p
r)

)

+

r−1∑
m=0

δ%

Γ(%+ 4)

(
αm,rΨ(tm, xm) + δβm,rΨ

′(tm, xm)

)
, (2.6)

where αm,r and βm,r are defined in (2.3) and (2.4).

Proof. Upon integration, the FIDE (1.1) can now be expressed as follows:

x(t) =



x0 +

∫ t

0

(t− ς)%−1

Γ(%)
·Ψ(ς, x(ς))dς, for t ∈ [0, t1],

x0 + Υ1 (x1) +

∫ t

0

(t− ς)%−1

Γ(%)
·Ψ(ς, x(ς))dς, for t ∈ (t1, t2],

...
...

x0 +

v∑
i=1

Υi (xi) +

∫ t

0

(t− ς)%−1

Γ(%)
·Ψ(ς, x(ς))dς, for t ∈ (tν , T ],

(2.7)

or

x(t) = x0 +

ν∑
i=1

Υi (xi) + J %0,tΨ(t, x(t)), ν = 1, 2, . . . , u. (2.8)

Applying the formula expressed in Equation (2.2), we obtain the following result:

xr = x0 +

ν∑
i=1

Υi (xi) +

r∑
m=0

δ%

Γ(%+ 4)

(
αm,rΨ(tm, xm) + δβm,rΨ

′(tm, xm)

)
, (2.9)

where αm,r and βm,r are defined in (2.3) and (2.4), respectively. Since xr appears on both sides of Equation (2.9), we
employ a predicted value approach as outlined below:

xpr = x0 +
δ%

Γ(%+ 1)

r−1∑
m=0

(
(r −m)% − (r −m− 1)%

)
Ψ(tm, xm). (2.10)

Therefore, we obtain:

xr = x0 +

v∑
i=1

Υi (xi) +
δ%

Γ(%+ 4)

(
αr,rΨ(tr, x

p
r) + δβr,rΨ

′(tr, x
p
r)

)

+

r−1∑
m=0

δ%

Γ(%+ 4)

(
αm,rΨ(tm, xm) + δβm,rΨ

′(tm, xm)

)
. (2.11)

Since αr,r = 6(%+ 1) and βr,r = −2%, we have:

xr = x0 +

ν∑
i=1

Υi (xi) +
δ%

Γ(%+ 4)

(
6(%+ 1)Ψ(tr, x

p
r)− 2%δΨ′(tr, x

p
r)

)

+

r−1∑
m=0

δ%

Γ(%+ 4)

(
αm,rΨ(tm, xm) + δβm,rΨ

′(tm, xm)

)
. (2.12)

�
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Table 1. The comparison of Er, ECO, and runtime (in seconds) for the Equation (3.3) using the
SQ-algorithm [31] and the proposed approach, considering % ∈ (0, 2) and δ = {0.02, 0.01, 0.005} over
the interval t ∈ [0, 3.5].

SQ-algorithm [31] Proposed approach
% δ Er ECO Runtime Er ECO Runtime

0.02 2.87× 10−4 2.085 5.825 5.09× 10−9 4.882 4.296
0.4 0.01 5.24× 10−5 2.140 21.672 3.34× 10−10 4.737 15.735

0.005 1.02× 10−5 2.171 86.812 2.85× 10−11 4.585 61.890
0.02 3.15× 10−4 2.061 5.656 5.60× 10−9 4.856 4.812

0.9 0.01 5.75× 10−5 2.120 21.672 3.58× 10−10 4.727 15.079
0.005 4.88× 10−6 2.309 87.312 1.77× 10−11 4.675 61.734
0.02 1.87× 10−4 2.194 6.500 4.49× 10−9 4.913 4.156

1.4 0.01 4.81× 10−5 2.158 22.906 2.71× 10−10 4.785 15.359
0.005 6.50× 10−6 2254 88.734 1.86× 10−11 4.665 62.656
0.02 1.07× 10−4 2.336 5.844 3.21× 10−9 5.000 4.140

1.9 0.01 3.81× 10−5 2.210 22.406 1.87× 10−10 4.863 15.407
0.005 6.83× 10−5 2.245 85.812 3.96× 10−12 4.956 61.375

3. Illustrative Examples

In this segment, we assess the precision and computational speed of the newly devised method. To quantify the
accuracy, we consider the mean absolute error (MAE) denoted by EM , and the convergence order (ECO). The mean
absolute error (Er) is calculated as the sum of the absolute errors over all intervals, divided by the total number of
intervals r, expressed by the equation:

Er =

r∑
m=1

AEm
r

, (3.1)

where AEm is defined in (2.5), and M represents the count of interior mesh points. Furthermore, we determine the
convergence order (ECO) as the logarithm, with base δ, of the mean absolute error Er, expressed by:

ECO = logδ (Er) . (3.2)

These metrics provide insights into both the precision and the rate of convergence of the numerical solution. All
computational experiments are conducted using Matlab v2019a, executed on an Intel (R) Core (TM) i3-8145U CPU @
2.30 GHz machine. Furthermore, we compare our results with those obtained using the SQ-algorithm [31], providing
a comprehensive evaluation of our proposed approach.

Example 3.1. Consider the following fractional integral of the function t3 sin(t):

J %0,t
(
t3 sin(t)

)
=

24t%+4

Γ(5 + %)
2F3

(
[2.5, 3]; [1.5, 3 + 0.5%, 2.5 + 0.5%];−0.25t2

)
, (3.3)

where % > 0 and the generalized hypergeometric function is defined as sFv(b1, . . . , bs; a1, . . . , av; t) [31]. This expression
provides a representation of the fractional integral of the given function, facilitating further analysis of its properties
and behavior under fractional differentiation.

Our proposed approach’s efficacy is showcased using the function J %0,t
(
t3 sin(t)

)
as demonstrated in Example 3.1.

Table 1 presents significant performance indicators, including Er, ECO, and computational times (in seconds), for
(3.3) across various δ and % ∈ (0, 2) settings over t ∈ [0, 3.5]. Remarkably, all findings exhibit enhancements compared
to the SQ-algorithm baseline [31].
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Figure 1. The impact of % on the
dynamics of J %0,t
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t3 sin(t)
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using the

Proposed Approach with δ = 0.01.

0 100 200 300 400 500 600
0

20

40

60

80

100

Proposed Approach

SQ-Algorithm

Figure 2. Comparative computa-
tional times of Proposed Approach
and SQ-Algorithm [31] across mesh
resolutions with % = 0.95.

These outcomes are further elucidated in Figures 1 and 2. As depicted in Figure 2, our proposed approach consis-
tently outperforms the SQ-algorithm in computational efficiency.

Figure 1 illustrates the behavior of the expression J %0,t
(
t3 sin(t)

)
across a range of % values. Each curve represents a

distinct % value, facilitating straightforward comparison. The colormap enhances clarity by highlighting the progression
of % values, while the accompanying colorbar aids in associating colors with their respective % values, ensuring clear
interpretation.

Furthermore, the bar plot in Figure 2 visually compares computational times between our Proposed Approach and
the SQ-Algorithm across various mesh resolutions. Notably, our approach consistently demonstrates superior compu-
tational efficiency, emphasizing its optimization of computational resources and expeditious solution approximations
in mathematical models.

3.1. Application: Chaotic financial impulsive system. The Lorenz system, introduced by Lorenz in 1963 to
study convective atmospheric flow, has become a cornerstone in various scientific investigations. Initially devised to
model the Earth’s atmosphere, where heat is applied from the bottom and dissipated from the top [22], this system
has found widespread applications across diverse domains. It has been employed to explore phenomena ranging from
economic dynamics [24] to chemical reactions [46], disk dynamos [11], and air pollution dynamics [4], among others.

Moreover, researchers have extensively studied the impact of impulsive perturbations on the Lorenz system, both
in non-fractional and fractional contexts [1, 24, 49]. These investigations have provided valuable insights into the
system’s behavior under sudden disturbances.

In this subsection, we focus specifically on the fractional impulsive Lorenz system, conceptualizing it as a fractional
chaotic financial impulsive system. Our aim is to not only explore its dynamics but also to present numerical solutions
that can enhance our understanding and facilitate further analysis of its complex behavior in financial contexts.
Through these efforts, we aim to contribute to the growing body of knowledge surrounding impulsive systems and
their applications in financial modeling and analysis.

The fractional chaotic financial system (FCFS) is described by the following equations:
CD%1

0,tx1(t) = (25φ+ 10) (x2(t)− x1(t)) ,
CD%2

0,tx2(t) = (28− 35φ)x1(t) + (29φ− 1)x2(t)− x1(t)x3(t),
CD%3

0,tx3(t) = − (8+φ)
3 x3(t) + x1(t)x2(t),

x1(0) = x1,0, x2(0) = x2,0, x3(0) = x3,0,

(3.4)
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Figure 3. Time responses and phase curves of the FCFS from the proposed approach, with φ = 1,
%1 = 0.93, %2 = 0.98, %3 = 0.85, T = 10, and δ = 0.005.

Figure 4. The 3D Trajectory of FCFS Attractor with Shadow Projections on Planes.

where %1, %2, %3 ∈ [0, 1] and φ ∈ [0, 1]. This system includes several renowned systems, such as the Lorenz system for
φ = 0 and the Chen system for φ = 1.
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In Figure 3, we illustrate the time responses and phase curves of the system described by Eq. (3.4), employing our
proposed approach with initial conditions (x1,0, x2,0, x3,0) = (2.2, 2.4, 3.8), T = 10, and δ = 0.005 for φ = 1 (Chen
system). The plots are generated for specific values of %1 = 0.93, %2 = 0.98, and %3 = 0.85. Analyzing these plots
across various parameter combinations offers insights into the system’s behavior under different conditions. Notably,
the phase solutions of this system exhibit chaotic behaviors, as depicted in the figures. In addition, Figure 4 illustrates
the 3D trajectory of the FCFS Attractor along with shadow projections on planes. This visualization provides further
insights into the dynamic behavior of the system, allowing for a comprehensive understanding of its complex dynamics
and attractor characteristics.

Furthermore, leveraging the concept of impulsivity, we can reformulate the FCFS (3.4) into the following system:{
CD%

0,ty(t) = Ay(t) + Ξ(t),

y(0) = y0,
(3.5)

where % = (%1, %2, %3), y(t) = [x1(t), x2(t), x3(t)]
T

,

A =

 −(25φ+ 10) 25φ+ 10 0
28− 35φ 29φ− 1 0

0 0 − 8+φ
3

 ,
and

Ξ(t) =

 0
−x1(t)x3(t)
x1(t)x2(t)

 .
Hence, the fractional impulsive control of the (3.5) is described as

CD%
0,ty(t) = Ay(t) + Ξ(t), t ∈ Φ′ := Φ \ {t1, t2, . . . , tu},

∆y(t) = y(t+ν )− y(t−ν ) = Υν (y(tν)) , ν = 1, 2, . . . , u,
y(0+) = y0,

(3.6)

where z0 = (x1,0, x2,0, x3,0) = (2.2, 2.4, 3.8). This formulation allows for a deeper exploration of the system’s dynamics
under varying conditions, particularly through the application of fractional impulsive control techniques.

To explore the effects of selecting various impulses, we examine a specific scenario where the matrix Cν is given by:

Cν =

 −0.58 0 0
0 −0.68 0
0 0 −0.78

 .
The impact of various impulses is illustrated in Figure 5. Here, we present the numerical solutions of system

(3.6) using the proposed approach, incorporating the matrix Cν , over the interval t ∈ [0, 2]. The simulations are
conducted with parameter values %1 = 0.93, %2 = 0.98, and %3 = 0.85, with a step size of δ = 0.005. Notably, we
examine different values for the impulsive interval ω, including {8−1, 9−1, 10−1, 20−1, 25−1, 30−1}. These variations in
the impulsive interval provide insights into how the system’s behavior is affected by different impulsive stimuli.

4. Conclusion

This study delved into an explicit approximation method for computing solutions to fractional systems with impul-
sive effects. The algorithm employed cubic spline interpolation for fractional-order integral operators and fractional
impulsive differential equations. A comparative analysis was conducted with another algorithm, with results presented
through figures and tables, focusing on mean absolute error, experimental convergence order, and computational run-
time. Additionally, the proposed approach was applied to analyze a fractional chaotic financial system, a subset of the
Lorenz system family often employed in financial modeling. Various impulsive intervals were examined to assess the
effects of impulsive behaviors on this system. Furthermore, the impact of selecting different impulses was investigated.
It is important to note that future research endeavors could explore the application of the proposed algorithm in
solving other fractional systems with impulsive effects.
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Figure 5. The Numerical computation of fractional impulsive system results employ the proposed
approach across various impulsive intervals, with %1 = 0.93, %2 = 0.98, %3 = 0.85, and δ = 0.005.
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