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Abstract
The purpose of this paper is to obtain numerical solutions of fractional interval optimal control problems. To do so,

first, we obtain a system of fractional interval differential equations through necessary conditions for the optimality

of these problems, via the interval calculus of variations in the presence of interval constraint arithmetic. Relying
on the trapezoidal rule, we obtain a numerical approximation for the interval Caputo fractional derivative. This

approach causes the obtained conditions to be converted to a set of algebraic equations which can be solved using

an iterative method such as the interval Gaussian elimination method and interval Newton method. Finally, we
solve some examples of fractional interval optimal control problems in order to evaluate the performance of the

suggested method and compare the past and present achievements in this manuscript.
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1. Introduction

A fractional optimal control problem (FOCP) arises when an optimal control problem is combined through a
differential equation with a fractional derivative and a collection of boundary statuses. These problems have become
increasingly popular due to their wide range of applications in physics and engineering [19, 31, 39]. It has been shown
that using fractional derivatives leads to more accurate behavior of dynamic systems [28, 33]. Because of this, the
researchers are excited to develop numerical methods for solutions of FOCPs [5, 28, 31].

Fuzzy models express real-world, uncertain phenomena. The problem of solving differential equations with uncer-
tainty of the fuzzy type have been considered in several articles, including, Allahviranloo et al., [7], Agarwal et al., [3],
Arshad and Lupulescu [9, 10], Agarwal et al., [1, 2], Salahshour et al., [34, 35] and, Mazandarani and Kamyad [27].
So, the use of fuzzy concepts in optimal control theory enables us to realistically illustrate processes such as physical
models and chaos control [15, 40]. For fundamental theories, we refer the interested readers to [16, 30]. Furthermore,
through uncertainty in the sense of fuzzy fractional dynamics, it is shown that many phenomena can be modeled by
fractional fuzzy differential equations [4, 8, 25]. Obviously, any cut of fuzzy number ã can be written as an interval
number. In order to achieve more accurate calculations and reduce errors, the interval model is preferred over the
fuzzy model as it provides both upper and lower boundaries for uncertainties. This allows us for more certainty when
determining upper and lower bounds. In this article, we have used single level interval arithmetic, which is a sub-
branch of constrained interval arithmetic, defined by Chalco-Cano et al., in [12]. One of the advantages of single level
constrained interval arithmetic is that it can be implemented efficiently using the IEEE 754 standard for floating point
arithmetic, which provides special values for signed infinities, signed zeros, and exact/inexact flags. These features
allow the interval operations to be performed without the need for extra tests or branches, which can improve the
speed and accuracy of the computation.
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In recent years, interval differential equations have been gaining interest from the scientific community. For a better
understanding of fundamental theories, we recommend readers to see [23, 38, 41–45], and the references mentioned in
them. Authors in [36, 37] have used a monotone iterative approach for fractional differential equations in the presence
of delay parameters and interval uncertainty. A Riemann-Liouville fractional integral was introduced for Abel’s interval
equation [24]. Finding optimal control for the fractional interval optimal control problems (FIOCPs) which involves a
system of fractional interval differential equations (FIDEs) is still an attractive problem. Allahdadi et al., [6] presented
an accurate method for solving fractional interval linear quadratic regulator optimal control problems based on the
fractional interval Pontryagin’s minimum principle (PMP) and using the Laplace transformation method. In this
study, we use the trapezoidal rule to obtain a numerical approximation for the interval Caputo fractional derivative.
This approach allows us to convert the obtained PMP conditions into a set of algebraic equations that can be solved
using an iterative method such as the interval Gaussian elimination method or interval Newton method.

We introduce a new numerical scheme to efficiently solve a specific type of interval optimal control problem that
involves fractional differential equations. Our paper also presents another approach to interval arithmetic, known as
constrained interval arithmetic. Our motivation for this work is to offer an alternative framework for solving these
types of problems. One can refer to [21, 22] for detailed information about the properties and calculations related
to it. Here, the main objective is to propose a generalization of PMP conditions in beside to fractional operators
and interval uncertainty to derive the essential conditions for FIOCPs. Actually, we will create an optimal interval
solution, which includes the lower and upper bounds of the solution to account for the uncertainty. This is crucial in
finding the best solution for the FIOCPs and will provide a point-valued control for the user at each period.

Overall, this article is organized as follows. Section 2 is allocated to the preliminary definitions of interval arithmetic
and fractional calculus. We exploit the necessary conditions for the optimality of FIOCPs that have been presented
by FIDEs in section 3. Then, we transform these conditions into a system of algebraic equations through a fractional
derivative approach. We try to derive the numerical solutions of this system using the approximation methods for
solving algebraic equations with interval uncertainty. In section 4, numerical examples demonstrate the suggested
method’s performance. The study’s conclusions are summarized in section 5.

2. Preliminaries

Here, we express the basic concepts which are required in other sections. These contexts are derived from references
[11, 12, 14, 21–23, 26, 29].

Definition 2.1. [21] Let K = {[v, v] | v, v ∈ R, v ≤ v}, v = [v, v], z = [z, z] ∈ K, and ϑ ∈ R. Addition and scalar
multiplication of interval numbers are specified respectively as follows:

v + z = [v, v] + [z, z] = [v + z, v + z],

and

ϑv = ϑ[v, v] =


[ϑv, ϑv], ϑ > 0,

[0, 0], ϑ = 0,

[ϑv, ϑv], ϑ < 0.

Also, the interval multiplication is given by

[v, v].[z, z] =
[
min{v.z, v.z, v.z, v.z},max{v.z, v.z, v.z, v.z}

]
.

Furthermore, if we exclude division by an interval z = [z, z] containing 0, then the inverse of this interval is defined as
follows:

1

z
= [

1

z
,

1

z
],

and, it immediately follows that:

[v, v]

[z, z]
= [v, v].

1

[z, z]
.
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Through these operations, K is not a vector space, because, z− z and z÷ z are never 0 and 1, respectively, unless z is
a real number with zero width. For example, suppose z = [1, 2]. If we divide z by itself, and also we subtract it from
itself, we will have:

[1, 2]

[1, 2]
= [

1

2
, 2] 6= 1, [1, 2]− [1, 2] 6= 0.

This unwanted extra interval width is called the dependency. As previously mentioned, standard interval arithmetic
has shortcomings which is related to the algebraic construction of the interval variables. To address this, we introduce
constrained interval arithmetic, which covers this challenge. Furthermore, it aims to reduce the overestimation of
functions with duplicated variables. We have used single level interval arithmetic, which is a sub-branch of constrained
interval arithmetic. Based on the concept of constrained interval arithmetic, Chalco-Cano et al., [12] defined a new
concept of arithmetic, called single level constrained interval arithmetic which computes the range of a function using
intervals with floating point endpoints. It is based on two principles: soundness and optimality. Soundness means
that the interval result must contain all the possible values of the real function. Optimality means that the interval
result must be as narrow as possible, given the limitations of the floating point representation.

Definition 2.2. [12] Let v = [v, v] be an interval. Then, a continuous function vλ : [0, 1]→ R, which is defined as:

vλ = (1− λ)v + λv = v −W (v)λ, λ ∈ [0, 1],

is called the constraint function associated with v, in which W (v) = v − v.

In this definition, the parameters v, and v are well-known numbers. In constrained interval arithmetic, the maximum
and minimum values of v can be obtained following the lowest and highest values of vλ:

v = maxλ∈[0,1]{vλ}, v = minλ∈[0,1]{vλ}.

Single level constrained interval arithmetic yields:

q = [q, q] = v ◦ z

= {q|q = v ◦ z,∀v ∈ vλ, z ∈ zλ, q ∈ qλ, 0 ≤ λ ≤ 1}
= {q|qλ = (λv + (1− λ)v) ◦ (λz + (1− λ)z), 0 ≤ λ ≤ 1},

where

q = maxλ∈[0,1]{qλ}, ◦ ∈ {+,−,×,÷}, q = minλ∈[0,1]{qλ}.

Definition 2.3. [26] The interval distance D which is denoted from K ×K into R+ ∪ {0}, is defined as follows:

D(z,v) = max{| z − v |, | z − v |}.

This statement declares that the metric space (K,D) is both separable and complete.

Definition 2.4. [26] Equipping z ∈ K together with ‖z‖ = max{| z |, | z |} makes (K,+, ., ‖.‖) be a normed quasi-
linear space.

2.1. Interval fractional operators and their properties. This subsection embodies a survey of fractional calculus
in mathematical interval analysis [14, 23].

Definition 2.5. The Riemann-Liouville fractional integrals of S ∈ L[t0, tf ] are appointed as:

t0J
µ
t S(t) =

1

Γ(µ)

∫ t

t0

(t− τ)µ−1S(τ)dτ,

tJ
µ
tf

S(t) =
1

Γ(µ)

∫ tf

t

(τ − t)µ−1S(τ)dτ.
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Since S(t) = [S(t), S(t)], then, it can be deduce that:

t0J
µ
t S(t) = [t0J

µ
t S(t), t0J

µ
t S(t)],

where the lower and upper bounds can be expressed using Definition 2.2 as follows:

t0J
µ
t S(t) = maxλ∈[0,1]{

1

Γ(µ)

∫ t

t0

(t− τ)µ−1Sλ(τ)dτ},

and

t0J
µ
t S(t) = minλ∈[0,1]{

1

Γ(µ)

∫ t

t0

(t− τ)µ−1Sλ(τ)dτ}.

Definition 2.6. [14] Let S be a continuous first-order differentiable function and 0 < µ < 1. If S belongs to L[t0, tf ],
the Caputo fractional derivatives of S(t) are determined as:

C
t0D

µ
t S(t) = t0J

1−µ
t { d

dt
S(t)} =

1

Γ(1− µ)

∫ t

t0

(t− τ)−µS
′
(τ)dτ, (2.1)

C
t D

µ
tf

S(t) = tJ
1−µ
tf
{− d

dt
S(t)} =

−1

Γ(1− µ)

∫ tf

t

(τ − t)−µS
′
(τ)dτ.

Now, using the constrained interval arithmetic, the Caputo fractional derivative of S(t) can be written as:

C
t0D

µ
t S(t) =

[
minλ∈[0,1]{Ct0D

µ
t Sλ(t)},maxλ∈[0,1]{Ct0D

µ
t Sλ(t)}

]
.

2.2. Numerical approximation of interval Caputo fractional derivative. In this subsection, we want to develop
a generalization of a numerical approach that has been derived by Diethelm [14] for computing the interval Caputo
fractional derivative. Fractional derivatives are hereditary functions possessing a total memory of past states. Now,
we want to compute the numerical approximation of the interval Caputo fractional order derivative. To achieve this
goal, let {tj = t0 + jh : j = 0, 1, ..., N} be a uniform grid on interval [t0, tf ], in which h =

tf−t0
N . By approximating

the integral in Equations (2.1) with a product trapezoidal method, thereby restricting 0 < µ < 1, we have:

C
t0D

µ
t SN (h) =

h−µ

Γ(2− µ)

N∑
j=0

aj,N

(
SN−j(h)−

dµe∑
k=0

(N − j)khk

k!
S(k)(t0)

)
, (2.2)

C
tf
Dµ
t SN (h) =

−h−µ

Γ(2− µ)

N∑
j=0

aj,N

(
SN−j(h)−

dµe∑
k=0

(N − j)khk

k!
S(k)(tf )

)
, (2.3)

in which Sj(h) = S(tj), and using the quadrature weights (derived from a product trapezoidal rule) leads:

aj,N =


(N − 1)1−µ +N−µ(1− µ)−N1−µ, if j = N,

(j + 1)1−µ + (j − 1)1−µ − 2j1−µ, if 0 < j < N,

1, if j = 0.

Furthermore, Ct0D
µ
t S(t) = C

t0D
µ
t SN (h) +O(h2−µ). A similar result is obtained for the right interval Caputo fractional

derivative.

3. Method of solution for FIOCPs

Our method offers an efficient way to obtain the optimal solution for the following FIOCP:

minimizeu(.) I(x(t),u(t), t) = h(x(tf ), tf ) +

∫ tf

t0

g(x(t),u(t), t)dt, (3.1)

subject to the dynamic constraints

C
t0Dt

µ
x(t) = a(x(t),u(t), t), (3.2)
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and the initial condition

x(t0) = x0, (3.3)

where g and a ∈ K are integrands and continuous functions, respectively. The interval-valued state and control
variables are defined by x(t) and u(t), t ∈ [t0, tf ], respectively. In addition, h(t) is a constant interval-valued function

and C
t0Dt

µ
is the Caputo fractional derivative of order 0 ≤ µ ≤ 1.

Our objective involves finding the interval-valued function u(t) that minimizes the performance index (3.1), while
also satisfying the constraints (3.2)-(3.3). We can achieve this, by converting the FIOCP (3.1)-(3.3) into a system of
FIDEs. Then, we apply a numerical scheme to solve the obtained FIDEs, similar to the previous section. It can find
useful information for FIOCP (3.1)-(3.3).

Definition 3.1. If I(x, t) is an interval-valued functional, then the increment of I(x, t) can be expressed as follows:

∆I(x, δx, t) = I(x + δx, t)− I(x, t).

It has been established that δx represents the variation of x.

Definition 3.2. The increment of I(x, t) is defined by:

∆I(x, δx, t) = δI(x, δx, t) + v(x, δx, t). ‖δx‖ .

Furthermore, I(x, t) is differentiable at x, if for any given positive value of ε, D (I(x, δx, t), 0)<ε as ‖δx(t)‖→0.

Definition 3.3. Let x∗(t) = [x(t), x(t)] ∈ K be a relative minimizer for I(x, t) : [t0, tf ]→ K. Then:

∆I(x, δx, t) ≥ 0,

which means ∀x(t) ∈ K, I(x∗, t) ≤ I(x, t).

Theorem 3.4. If x∗(t) ∈ K is a relative minimizer of I(x, t), then we have:

δI(x∗, δx∗, t) = [δI(x∗, δx∗, t), δI(x∗, δx∗, t)] = 0,

in which δx∗(t) ∈ K.

Proof. According to the assumption and using Definition 3.3, we get:

∆I(x∗, δx∗, t) ≥ 0.

Now, based on Definition 3.2, it can be concluded:

∆I(x∗, δx∗, t) = [δI(x∗, δx∗, t) + v1(x∗, δx∗, t). ‖δx∗(t)‖ ,

δI(x∗, δx∗, t) + v2(x∗, δx∗, t). ‖δx∗(t)‖],
in which, as ‖δx∗(t)‖ → 0, v1 → 0 and v2 → 0 and then we have:

δI(x∗, δx∗, t) ≥ 0. (3.4)

Consequently:

δI = max
λ∈[0,1]

{δI(x∗λ, δx
∗
λ, t)} ≥ 0. (3.5)

Let δx = −k2δy and k ∈ R. Based on the relation (3.4), we obtain:

δI(x∗, δx∗, t) = δI(x∗,−k2δy, t) ≥ 0.

In view of scalar multiplication in Definition 2.1, it is clear that:

δI(x∗,−k2δ y, t) = −k2δI(x∗, δy, t),

or equivalently:

[δI(x∗,−k2δy, t), δI(x∗,−k2δy, t)] = −k2[δI(x∗, δy, t), δI(x∗, δy, t)].
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Afterwards, we achieve:

δI(x∗,−k2δy, t) = −k2δI(x∗, δy, t),
δI(x∗,−k2δy, t) = −k2δI(x∗, δy, t).

(3.6)

Using Equation (3.4) and the second term of Equation (3.6), results:

δI(x∗, δx∗, t) ≤ 0.

Based on Equation (3.5) and the relationship described above, we are directed to the following relation:

δI(x∗, δx∗, t) = max
λ∈[0,1]

{δI(x∗λ, δx
∗
λ, t)} = 0.

Similarly, we obtain:

δI(x∗, δx∗, t) = min
λ∈[0,1]

{δI(x∗λ, δx
∗
λ, t)} = 0.

Furthermore:

δI(x∗, δx∗, t) = [δI, δI] = 0.

�

Now, we want to use the PMP to derive the necessary conditions for the optimality of FIOCP (3.1)-(3.3).

Theorem 3.5. Let x∗ and u∗ be the admissible state and control variables with interval values for FIOCP (3.1)-(3.3),
respectively. Then, u∗ gives the interval optimal control for the interval-valued functional I, if it satisfies the following
boundary value problem:

C
t0D

µ
t x
∗(t) =

∂H

∂p
(x∗(t),p ∗(t),u∗(t), t), (3.7)

C
t D

µ
tf
p∗(t) = −∂H

∂x
(x∗(t),p∗(t),u∗(t), t),

∂H

∂u
(x∗(t),p∗(t),u∗(t), t) = 0,

x (t0) = x0,
( ∂h
∂x∗λ

− tI
1−µ
tf

p∗λ(t)
)∣∣∣
t=tf

= 0,

in which the interval-valued Lagrange multiplier is expressed by p and, H is the following Hamiltonian function:

H(x(t),p(t),u(t), t) = g(x(t),u(t), t) + p(t)a(x(t),u(t), t). (3.8)

Proof. At the beginning, we define:

I(x, δx) =

∫ tf

t0

[
g(x(t),u(t), t) + p(t)

(
a(x(t),u(t), t)− C

t0D
µ
t x(t)

)]
dt+ h(x(tf ), tf ). (3.9)

In view of relation (3.8), we can express the generalized criterion I by modifying Equation (3.9) as follows:

I(u, t) = min
λ∈[0,1]

{∫ tf

t0

[
H(xλ(t),pλ(t),uλ(t), t)− pλ(t)Ct0D

µ
t xλ(t)

]
dt+ h(xλ(tf ), tf )

}
. (3.10)

The variation of I is determined as follows:

δI(u∗, δu∗, t) = min
λ∈[0,1]

{∫ tf

t0

[ ∂H

∂x∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t) δx∗λ(t)

+
∂H

∂u∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t) δu∗λ(t) +

∂H

∂p∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t) δp∗λ(t)

− C
t0D

µ
t x ∗λ(t) δp∗λ(t)− p∗λ(t) Ct0D

µ
t δx

∗
λ(t)

]
dt+

∂h

∂x∗λ
δx∗λ(tf )

}
. (3.11)
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The use of integration by parts [32], leads:

min
λ∈[0,1]

{∫ tf

t0

p∗λ(t)Ct0D
µ
t δx

∗
λ(t)dt} = min

λ∈[0,1]

{∣∣∣tI1−µ
tf

p∗λ(t)δx∗λ(t)
∣∣∣
t=tf
−
∫ tf

t0

C
t D

µ
tf

p∗λ(t)δx ∗λ(t)dt
}
. (3.12)

When (3.12) is substituted into (3.11), a new formula can be derived as follows:

δI(u∗, δu∗, t) = min
λ∈[0,1]

{∫ tf

t0

( ∂H

∂x∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t) + C

t D
µ
tf

p∗λ(t)
)
δx∗λ(t)

+
∂H

∂u∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t)δu∗λ(t) +

( ∂H

∂p∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t)− C

t0D
µ
t x∗λ(t)

)
δp∗λ(t)dt

+
( ∂h

∂x∗λ
− tI

1−µ
tf

p∗λ(t)
)
|t=tf δx∗λ(tf )

}
= 0.

According to Theorem 3.4 and Definition 3.2, the following analysis can be done:

D
(

min
λ∈[0,1]

{ ∂H

∂u∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t

}
, 0
)
≤ ε, ‖δu∗λ(t)‖→0,

D
(

min
λ∈[0,1]

{ ∂H

∂p∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t)− C

t0D
µ
t x∗λ(t)

}
, 0
)
≤ ε, ‖δp∗λ(t)‖→0,

D
(

min
λ∈[0,1]

{ ∂H

∂x∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t) + C

t D
µ
tf

p∗λ(t)
}
, 0
)
≤ ε, ‖δx∗λ(t)‖→0.

Since x(tf ) is uncertain, δtf and δx∗λ(tf ) are optional. So, we have:

min
λ∈[0,1]

{( ∂h

∂x∗λ
− tI

1−µ
tf

p∗λ(t)
)∣∣∣
t=tf

}
= 0.

Consequently:

C
t0D

µ
t x
∗(t) = min

λ∈[0,1]

{ ∂H

∂p∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t)

}
,

C
t0D

µ
t p
∗(t) = min

λ∈[0,1]

{ ∂H

∂x∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t)

}
,

u∗(t) = min
λ∈[0,1]

{ ∂H

∂u∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t)

}
,

x(t0) = minλ∈[0,1]

{
x0λ

}
.

We find that I vary similarly. Then, we have:

C
t0D

µ
t x
∗(t) = max

λ∈[0,1]

{ ∂H

∂p∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t)

}
,

C
t0D

µ
t p
∗(t) = max

λ∈[0,1]

{ ∂H

∂x∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t)

}
,

u∗(t) = max
λ∈[0,1]

{ ∂H

∂u∗λ
(x∗λ(t),p∗λ(t),u∗λ(t), t)

}
,

x(t0) = max
λ∈[0,1]

{
x0λ

}
, max

λ∈[0,1]

{( ∂h

∂x∗λ
− tI

1−µ
tf

p∗λ(t)
)∣∣∣
t=tf

}
= 0.

The proof is complete based on the interval solutions obtained through constrained interval arithmetic. �
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When the FIOCP is used with a quadratic performance index, we have a special case as follows:

minimizeu(.) I(x(t),u(t), t) =

∫ tf

t0

1

2

[
uT (t) Ru (t) + xT (t) Qx (t)

]
dt, (3.13)

C
t0D

µ
t x = Bu (t) + Ax (t) , (3.14)

x (t0) = x0. (3.15)

Here, it is assumed that A and B are fixed interval matrices, Q ≥ 0 is a fixed interval symmetric positive semi-definite
matrix and, R > 0 is a fixed interval symmetric positive definite matrix. Using the results of Theorem 3.5, we have
the following system of FIDEs:

C
t D

µ
tf

p∗(t) = Ap∗ (t) + Qx∗ (t) , (3.16)

C
t0D

µ
t x∗(t) = Ax∗ (t) + Bu∗ (t) ,

u∗(t) = −R−1p∗(t)B,

x (t0) = x0, p(tf ) = 0.

According to the numerical calculation of the Caputo fractional derivative, we divide the entire time domain [t0, tf ]
into N equal parts. So, Equations (3.16) can be transformed into a nonlinear system of algebraic equations which can
be solved using the direct interval methods [17]. As soon as p∗ is known, the optimal control can be achieved from
u∗(t) = −R−1p∗(t)B.

4. Illustrative Example

To show the utility and effectiveness of the proposed method for obtaining the optimal controller of fractional
interval differential equations, two examples have been provided. The simulated results have been carried out using
the interval toolbox INTLAB v10 which is a downloadable software package and works through MATLAB.

Example 4.1. Consider the following FIOCP:

minimizeu(.) I (x (t) ,u (t) , t) =

∫ 1

0

u2 (t)dt, (4.1)

with dynamic system:

C
0 D

µ
t x(t) = u(t)− [b, 3− 2b]x(t), 0 ≤ b ≤ 1, (4.2)

and initial condition:

x(0) = 1. (4.3)

To minimize the performance index (4.1), our objective is to find the interval control u(t) that holds at the FIDE
(4.2) with the initial condition (4.3). We construct the interval Hamiltonian function as follows:

H(x(t),u(t),p, t) = u2(t)− rp(t)x(t) + p(t)u(t),

in which r = [b, 3− 2b]. So, the necessary optimality conditions based on Theorem 3.5 are obtained as follows:

C
0 D

µ
t x(t) = u(t)− rx(t), (4.4)

C
t D

µ
1 p = rp(t), (4.5)

2u(t) + p(t) = 0, (4.6)

and

x(0) = 1, p(1) = 0. (4.7)
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According to Equation (4.6), we can come to an equivalent conclusion as follows:

u(t) = −1

2
p(t). (4.8)

By replacing Equation (4.8) in (4.5) and using the numerical approximation of Caputo-type derivatives described in
Equations (2.2) and (2.3), Equations (4.4) and (4.5) can be rewritten as follows:

h−µ

Γ(2− µ)

j∑
i=0

ai,j

(
xj−i(h)− x0

)
= −1

2
pj(h)− rxj(h), j = 1, ..., N,

h−µ

Γ(2− µ)

N∑
i=j

ai−j,j

(
pN − pi(h)

)
= rpj(h), j = 0, 1, ...., N − 1.

Now, to solve these equations with respect to the boundary conditions (4.7), we use the interval Gaussian elimination
method [17], with the finite number of iterations (N=10). In Table 1, we obtain the results for µ = 1 and b = 0.5
in contrast to the reported numerical solutions in [16] and [30]. From the perspective of this table, it is obvious that
the obtained results for optimal control in [16] are completely incorrect and did not provide an interval number (the
lower bound is larger than the upper bound!). Figure 1 displays the state and control variables for different values of
µ and b. According to Table 2, we noticed that the numerical solutions become smaller when the value of µ increases,
therefore, the initial condition is established. Figure 2 shows the matching between the upper and lower bounds for
b = µ = 1. All results show that the optimal control leads to zero, which is the expected optimal solution for the
problem (4.1)-(4.3). These behaviors indicate that this generalization of the PMP approach for fractional interval
models has the potential to be used satisfactorily by researchers.

Table 1. Comparing results for Example 4.1 with b = 0.5 and µ = 1.

fuzzy PMP [16] fuzzy PMP [30] our approach

t x u x u x u

0.0 [1.0000, 1.0000] [−0.0756,−0.5830] [1.0000, 1.0000] [−0.5830,−0.0756] [1.0000, 1.0000] [−0.4001,−0.1000]
0.1 [0.8122, 0.8930] [−0.0923,−0.6128] [0.8122, 0.8930] [−0.6128,−0.0923] [0.7833, 0.9024] [−0.3273,−0.0818]
0.2 [0.6550, 0.7882] [−0.1113,−0.6432] [0.6550, 0.7882] [−0.6432,−0.1113] [0.6142, 0.8091] [−0.2667,−0.0666]
0.3 [0.5251, 0.6855] [−0.1360,−0.6762] [0.5251, 0.6855] [−0.6762,−0.1360] [0.4749, 0.7196] [−0.2154,−0.0538]
0.4 [0.4162, 0.5844] [−0.1661,−0.7108] [0.4162, 0.5844] [−0.7108,−0.1661] [0.3555, 0.6334] [−0.1715,−0.0428]
0.5 [0.3240, 0.4848] [−0.2029,−0.7473] [0.3240, 0.4848] [−0.7473,−0.2029] [0.2500, 0.5500] [−0.1334,−0.0333]
0.6 [0.2449, 0.3864] [−0.2478,−0.7856] [0.2449, 0.3864] [−0.7856,−0.2478] [0.1545, 0.4693] [−0.1001,−0.0250]
0.7 [0.1755, 0.2889] [−0.3026,−0.8259] [0.1755, 0.2889] [−0.8259,−0.3026] [0.0666, 0.3908] [−0.0706,−0.0176]
0.8 [0.1133, 0.1922] [−0.3696,−0.8682] [0.1133, 0.1922] [−0.8682,−0.3696] [−0.0154, 0.3143] [−0.0445,−0.0111]
0.9 [0.0555, 0.0960] [−0.4515,−0.9127] [0.0555, 0.0960] [−0.9127,−0.4515] [−0.0929, 0.2397] [−0.0211,−0.0052]
1.0 [0.0000, 0.0000] [−0.5514,−0.9595] [0.0000, 0.0000] [−0.9595,−0.5514] [−0.1667, 0.1667] [−0.0000, 0.0000]

Example 4.2. Find the optimal solution of the following interval optimal control problem:

minimizeu(.) I(x(t),u (t) , t) =
1

2

∫ 1

0

(x2(t) + u2)dt, (4.9)

with the state dynamic:
C
0 D

µ
t x(t) = u(t) + tx(t), (4.10)

and initial condition:

x(0) = [b, 2− b], 0 ≤ b ≤ 1. (4.11)

First, using Theorem 3.5, we obtain the necessary conditions for the optimization of FIOCP (4.9)-(4.11) as follows:

C
t D

µ
1 p(t) = −

(
tp(t) + x(t)

)
, (4.12)
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Table 2. Comparing results for Example 4.1 with µ = 0.8, 0.9, 1 and b = 0.5 .

µ 0.8 0.9 1

t x u x u x u

0.0 [1.0000, 1.0000] [−0.4001,−0.1000] [1.0000, 1.0000] [−0.4001,−0.1000] [1.0000, 1.0000] [−0.4001,−0.1000]
0.1 [0.7122, 0.8784] [−0.3143,−0.0785] [0.7474, 0.8915] [−0.3215,−0.0803] [0.7833, 0.9024] [−0.3273,−0.0818]
0.2 [0.5464, 0.7839] [−0.2554,−0.0638] [0.5804, 0.7979] [−0.2616,−0.0653] [0.6142, 0.8091] [−0.2667,−0.0666]
0.3 [0.4183, 0.6976] [−0.2074,−0.0518] [0.4478, 0.7101] [−0.2119,−0.0529] [0.4749, 0.7196] [−0.2154,−0.0538]
0.4 [0.3105, 0.6162] [−0.1666,−0.0416] [0.3352, 0.6264] [−0.1694,−0.0423] [0.3555, 0.6334] [−0.1715,−0.0428]
0.5 [0.2153, 0.5385] [−0.1310,−0.0327] [0.2356, 0.5460] [−0.1325,−0.0331] [0.2500, 0.5500] [−0.1334,−0.0333]
0.6 [0.1287, 0.4636] [−0.0994,−0.0248] [0.1453, 0.4682] [−0.1000,−0.0249] [0.1545, 0.4693] [−0.1001,−0.0250]
0.7 [0.0484, 0.3909] [−0.0710,−0.0177] [0.0617, 0.3927] [−0.0711,−0.0177] [0.0666, 0.3908] [−0.0706,−0.0176]
0.8 [−0.0273, 0.3201] [−0.0453,−0.0113] [−0.0168, 0.3192] [−0.0450,−0.0112] [−0.0154, 0.3143] [−0.0445,−0.0111]
0.9 [−0.0994, 0.2510] [−0.0217,−0.0054] [−0.0914, 0.2474] [−0.0215,−0.0053] [−0.0929, 0.2397] [−0.0211,−0.0052]
1.0 [−0.1686, 0.1832] [0.0000, 0.0000] [−0.1627, 0.1771] [0.0000, 0.0000] [−0.1667, 0.1667] [0.0000, 0.0000]

Figure 1. The state and control functions for Example 4.1 with µ = 0.5 and b ∈ [0, 1].

Figure 2. The state and control functions for Example 4.1 with b = µ = 1.

C
0 D

µ
t x(t) = t x(t) + u(t), (4.13)
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u(t) + p(t) = 0, (4.14)

in which p(1) = 0. Equation (4.14) provides u(t) = −p(t). Due to the numerical approximation of Caputo-type
derivatives described in Equations (2.2) and (2.3), we can converted Equations (4.13) and (4.12) to the following
algebraic equations:

h−µ

Γ(2− µ)

j∑
i=0

ai,j

(
xj−i(h)− x0

)
= tj xj(h)− pj(h), j = 1, ..., N,

h−µ

Γ(2− µ)

N∑
i=j

ai−j,j

(
pN − pi(h)

)
= −tj pj(h)− xj(h), i = 0, 1, ..., N − 1.

To obtain the optimal numerical solutions of these equations, we use the interval Newton method [18] with the relevant
boundary conditions and the finite number of iterations (N=10). Although this problem previously addressed in [29],
the authors solely presented the ideas of robust and non-robust solutions through the application of fuzzy PMP
methodology. The evaluated state and control functions for different values of b and µ are presented in Table 3, Table
4, Figure 3 and Figure 4. These results indicate that the obtained approximate solutions for FIOCP (4.9)-(4.11)
perform well for µ ∈ (0, 1] and b ∈ [0, 1]. Our approach is validated and effective, as confirmed by the figures depicted
through the proposed method.

Table 3. Comparing results for Example 4.2 with b = 0, 0.5, 1 and µ = 0.77.

b 0 0.5 1

t x u x u x u

0.0 [0.0000, 2.0000] [−0.5000,−0.5000] [0.5000, 1.5000] [−0.5000,−0.5000] 1.0000 −0.5000
0.1 [0.0000, 1.5296] [−0.4501,−0.3073] [0.3858, 1.1577] [−0.4177,−0.3436] 0.7647 −0.3897
0.2 [0.0000, 1.2100] [−0.4001,−0.2233] [0.3054, 0.9165] [−0.3534,−0.2618] 0.6049 −0.3165
0.3 [0.0000, 0.9366] [−0.3500,−0.1681] [0.2363, 0.7091] [−0.2966,−0.2033] 0.4682 −0.2572
0.4 [0.0000, 0.6841] [−0.3000,−0.1276] [0.1724, 0.5173] [−0.2450,−0.1579] 0.3420 −0.2069
0.5 [0.0000, 0.4370] [−0.2501,−0.0960] [0.1100, 0.3301] [−0.1974,−0.1208] 0.2185 −0.1629
0.6 [0.0000, 0.1821] [−0.2001,−0.0703] [0.0457, 0.1373] [−0.1530,−0.0897] 0.0910 −0.1238
0.7 [−0.0970, 0.0000] [−0.1501,−0.0487] [−0.0729,−0.0242] [−0.1115,−0.0629] −0.0484 −0.0886
0.8 [−0.4278, 0.0000] [−0.1001,−0.0302] [−0.3205,−0.1068] [−0.0723,−0.0394] −0.2139 −0.0565
0.9 [−0.8854, 0.0000] [−0.0501,−0.0142] [−0.6603,−0.2200] [−0.0353,−0.0186] −0.4426 −0.0271
1.0 [−2.0000, 0.0000] [−0.0001, 0.0000] [−0.3639,−0.2746] [−0.0001, 0.0000] −1.0000 0.0000

Example 4.3. In this example, we consider the fractional interval model of continuously stirred tank reactor in the
form below:

C
0 D

µ
t x1(t) = −k1x1(t)− k3x

2
1(t) + (CAF − x1(t))u(t),

C
0 D

µ
t x2(t) = k1x1(t)− k2x2(t) + x2(t)u(t), (4.15)

x1(0) = 0.189, x2(0) = 0.0936,

where x1(t) and x2(t) are the concentration of substances, CAF signify the concentration of x1(t) and k1,k2,k3 are
reaction rate constants. These parameters take the values CAF = 10, k1 = [50 − b, 50 + b],k2 = [100 − b, 100 + b],
k3 = [10− b, 10 + b] from the experimental analysis in [13, 20]. In order to solve the optimal tracking control problem
mentioned above, here we consider the performance index as follows:

J(u) =

∫ 1

0

(x2
1(t) + x2

2(t) + u2(t))dt. (4.16)
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Table 4. Comparing results for Example 4.2 with µ = 0.8, 0.9, 1 and b = 0.5.

µ 0.8 0.9 1

t x u x u x u

0.0 [0.5000, 1.5000] [−0.5000,−0.5000] [0.5000, 1.5000] [−0.5000,−0.5000] [0.5000, 1.5000] [−0.5000,−0.5000]
0.1 [0.3858, 1.1577] [−0.4195,−0.3485] [0.3959, 1.1880] [−0.4246,−0.3630] [0.4040, 1.2123] [−0.4286,−0.3749]
0.2 [0.3054, 0.9165] [−0.3551,−0.2654] [0.3144, 0.9434] [−0.3598,−0.2764] [0.3218, 0.9656] [−0.3637,−0.2857]
0.3 [0.2363, 0.7091] [−0.2979,−0.2057] [0.2429, 0.7288] [−0.3015,−0.2129] [0.2482, 0.7448] [−0.3044,−0.2187]
0.4 [0.1724, 0.5173] [−0.2458,−0.1593] [0.1765, 0.5298] [−0.2483,−0.1635] [0.1797, 0.5392] [−0.2501,−0.1666]
0.5 [0.1100, 0.3301] [−0.1979,−0.1216] [0.1120, 0.3363] [−0.1993,−0.1237] [0.1133, 0.3400] [−0.2001,−0.1250]
0.6 [0.0457, 0.1373] [−0.1533,−0.0900] [0.0463, 0.1390] [−0.1539,−0.0908] [0.0463, 0.1392] [−0.1539,−0.0909]
0.7 [−0.0729,−0.0242] [−0.1116,−0.0630] [−0.0729,−0.0242] [−0.1116,−0.0630] [−0.0722,−0.0240] [−0.1112,−0.0625]
0.8 [−0.3205,−0.1068] [−0.0723,−0.0394] [−0.3163,−0.1054] [−0.0720,−0.0391] [−0.3046,−0.1015] [−0.0715,−0.0384]
0.9 [−0.6603,−0.2200] [−0.0352,−0.0186] [−0.6361,−0.2120] [−0.0350,−0.0183] [−0.5730,−0.1909] [−0.0345,−0.0178]
1.0 [−1.5100,−0.5029] [−0.0001, 0.0000] [−1.5498,−0.5082] [−0.0001, 0.0000] [−0.9800,−0.3899] [−0.0001, 0.0000]

Figure 3. The state and control variables for Example 4.2 with b ∈ [0, 1] and µ = 0.77.

Figure 4. The state and control variables for Example 4.2 with µ = 1 and b = 1.

The objective is to find the control input u(t) and the corresponding state trajectory x(t) = (x1(t),x2(t)) for system
(4.15), which minimizes the performance index (4.16). The approximate solution for this problem in the case of
b = 0, µ = 1 has been provided in [13, 20], in which the above-mentioned problem is reduced to a classical optimal
control problem. Here, we apply the proposed method developed in Section 3 to solve this problem. So, from Theorem
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3.5, we derive the following conditions:
C
t D

µ
1 x1(t) = −k1x1(t)− k3x

2
1(t) + (CAF − x1(t))u(t), (4.17)

C
t D

µ
1 x2(t) = k1x1(t)− k2x2(t) + x2(t)u(t),

C
t D

µ
1 p1(t) = −p1(t)(k1 − 2k3 − u(t)),

C
t D

µ
1 p2(t) = 2x2(t)− p2(t)(k2 − u(t)),

2u(t) + p1(t)(CAF − x1(t)) + p2(t)x2(t) = 0.

Due to the numerical approximation of fractional derivative, Equations (4.17) convert to the following algebraic system:

h−µ

Γ(2− µ)

j∑
i=0

ai,j

(
x1,j−i(h)− x1(0)

)
= −k1x1,j(h)− k3x

2
1,j(t) + (CAF − x1,j(h))u(h), j = 1, ..., N,

h−µ

Γ(2− µ)

j∑
i=0

ai,j

(
x2,j−i(h)− x2(0)

)
= k1x1,j(h)− k2x2,j(h) + x2,j(h)u(h), j = 1, ..., N,

h−µ

Γ(2− µ)

N∑
i=j

ai−j,j

(
p1,N − p1,i(h)

)
= −p1,j(h)(k1 − 2k3 − u(h)), i = 0, 1, ..., N − 1.

h−µ

Γ(2− µ)

N∑
i=j

ai−j,j

(
p2,N − p2,i(h)

)
= 2x2,j(h)− p2,j(t)(k2 − u(h)), i = 0, 1, ..., N − 1.

Simulation results including the cost value are summarized in Table 5. Some comparative results are included between
our numerical findings (in the conventional fractional interval sense) and those of the recent methods [13] for b =
0, µ = 1, 0.93.0, 9 in this table. The reported results in this table confirm the validity and accuracy of our numerical
achievements in comparison with the available results. Figure 5 displays the state and control solutions of the classical
optimal control problem with b = 0, µ = 1. From the perspective view of this figure, the lower and upper bounds are
coincident for b = 0, µ = 1. Also, Figure 6 plots these solutions for µ = 0.93 and different choices of b. As can be seen,
the numerical solution goes to the classic integer solution when µ→ 1 and b→ 0.

Table 5. The cost value J for Example 4.3 with particular choices of derivative operator and b = 0.

µ The proposed method Method in [13]
0.9 0.004461 0.010770
0.93 0.000034 0.000428

1 0.000000 0.000080

5. Conclusion

An efficient method based on the synergy between the fractional interval calculus of variations and constrained
interval arithmetic was presented to gain the optimal control for fractional interval dynamical systems. The main aim
of this approach is based on the PMP conditions to convert the FIOCP into a system of FIDEs. The Numerical solution
of the introduced system utilizes a high accuracy for the state and control parameters. Simulations with different values
of µ and b show the effectiveness of the proposed method and support the theoretical findings. Furthermore, it was
found that the results obtained by this approach are better in contrast to other literature. The proposed approximation
is easy to implement and capable of solving FIOCPs. The results of this paper present an encouraging view for future
discussion. Indeed, for the recently developed of fractional equations, the theoretical justification on the merit of this
method will enhance the engineers, physicists, and other scientists to use these results for their practical objectives.
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Figure 5. The state and control variables for Example 4.3 with µ = 1 and b = 0.

Figure 6. The state and control variables for Example 4.3 with b ∈ [0, 1] and µ = 0.93 which the
black curve corresponds to b = 0.
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