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Abstract

This study attempts to find approximate numerical solutions for a kind of second-order nonlinear differential prob-

lem subject to some Dirichlet and mixed-type nonlocal (specifically three-point) boundary conditions, appearing in
various realistic physical phenomena, such as bridge design, control theory, thermal explosion, thermostat model,

and the theory of elastic stability. The proposed approach offers an efficient and rapid solution for addressing

the inherent complexity of nonlinear differential problems with nonlocal boundary conditions. Picard’s iterative
technique and quasilinearization method are the basis for the proposed coupled iterative methodology. In order to

convert nonlinear boundary value problems to linearized form, the quasilinearization approach (with convergence

controller parameters) is implemented. Making use of Picard’s iteration method with the assistance of Green’s
function, an equivalent integral representation for the linearized problems is derived. Discussion is also had over

the proposed method’s convergence analysis. In order to determine its efficiency and effectiveness, the coupled

iterative technique is tested on some numerical examples. Results are also compared with the existing techniques
and documented (in terms of absolute errors) to validate the accuracy and precision of the proposed iterative

technique.
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1. Introduction

Non-classical boundary conditions, which occur when data cannot be measured directly at the boundary, are being
used to study a range of real-world events. In several situations, it is often preferable to have more information
regarding the evolution of the investigated process. By replacing the local conditions with nonlocal ones, a differential
model produces better results and measurements than the local ones. The formulation of differential problems with
nonlocal boundary conditions (NBCs) can be classified as “nonlocal” boundary value problems (BVPs). In nonlocal
BVPs, the solution at the boundary points is connected to the solution within the given domain.

The study of nonlocal (especially multi-point/three-point) BVPs has grown rapidly over the past few decades. It is
not just a theoretical interest that propels the study of this type of problems, but also the fact that many real-world
physical phenomena that appear in various fields can be modeled by them. Such as optimal bridge designing, control
theory, the process of heat conduction, the chemical diffusion process, underground water flow, the fluid flow in the
porous medium, thermal explosion, etc. [1, 11, 15, 18, 22, 28, 40, 46]. Studies reveal that, in many cases, nonlocal
BVPs are often the most scientifically rational choice for mathematical modeling of diverse biological and physical
processes. For instance, Infante and Webb [19] investigated the existence of solutions to the following nonlinear
nonlocal boundary value problems, which occur in a thermostat model

− u′′(x) = f(x, u(x)), x ∈ (0, 1), (1.1)
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having nonlocal BCs

u′(0) = 0, βu′(1) + u(η) = 0, η ∈ [0, 1], (1.2)

where β > 0 and f is a non-negative function. This work was inspired by Guidotti and Merino’s [14] prior work,
where they discussed a two-point linear model for a stationary state of a heated bar of unit length. They placed a
point sensor at one end at x = 0 and controlled the flow of heat at the other end as per the feedback received by the
sensor (which was placed at x = 0). Infante and Webb [19] investigated the nonlocal heat flow problem (1.1)-(1.2)
with a point sensor located at an arbitrary point η rather than 0. The authors observed that the nonlocal variant
of the thermostat model provides more realistic outcomes in comparison to the idealistic model, as the sensor may
now cover all the interval points and not give a uniform response (for more, see [43, 44]). Moreover, by using the
nonlocal differential BVPs with deviated arguments, Cabada et al. [12] have analyzed the phenomenon of a heating
or cooling system in a thermostat model. By solving nonlocal differential models, one can gain deeper insights into
the underlying mechanisms and intrinsic behavior of complex physical phenomena.

In the last few decades, numerous researchers have investigated (analytically and numerically) the differential
equations with a variety of nonlocal conditions. In the early 1960s, Beals [4, 5] coined the term nonlocal boundary
value problems while studying elliptic differential equations with non-classical boundary values. Bitsadze [6] examined
nonlocal BVPs, and subsequently, Bitsadze and Samarskii [7] employed integral equation theory to study nonlocal
elliptic equations within rectangular spatial domains. The existence and uniqueness of solutions for the one-dimensional
parabolic equations have been examined by authors in [10, 21], whereas a class of second-order singular hyperbolic
problems with nonlocal conditions is studied by Mesloub and Bouziani [27]. Il’in and Moiseev [20] initiated the study
of linear second-order nonlocal ordinary differential equations with multi-point BCs. Gupta [16, 17] has conducted an
extensive investigation on the existence and uniqueness of the solutions for nonlinear second-order multi-point BVPs.
Making use of the monotone iterative technique with the presence of upper-lower solutions, the regions of existence for
the solutions of nonlinear non-singular/singular second-order three-point BVPs have been discussed by Singh and his
co-authors [34, 35, 41, 42] (for more literature, one can see [9, 29, 32]). Moreover, a variety of numerical techniques have
also been employed by several researchers to solve the second-order nonlinear BVPs with three-point BCs, like Das et
al. [13] applied the homotopy perturbation method whereas a decomposition method has been applied by authors in
[38] to solve three-point BVPs. Ali et al. [3] employed the optimal homotopy asymptotic method while Abd-Elhameed
et al. [2] utilized the wavelets collocation method using third and fourth kinds of Chebyshev polynomials for multi-
point/three-point BVPs. Zhong and his co-authors [48] solved the nonlinear three-point BVPs with variable coefficient
by using the properties of the integration method and Green’s function. A uniform Haar wavelet collocation method
for three-point BVPs was examined by Swati et al. [36]. Some recent studies on the nonlocal boundary value problems
can be found in [24–26, 31, 37, 45, 47].

This study introduces a Green’s function-based computationally efficient coupled iterative technique (in the presence
of convergence controller parameter h) for a kind of nonlinear second-order differential problem with nonlocal three-
point BCs. The following class of second-order nonlinear three-point boundary value problems (NTPBVPs) is taken
into consideration

u′′(x) + g(x, u(x)) = 0, x ∈ [0, 1], (1.3)

where g : [0, 1] × R −→ R is a real-valued continuous function and u(x) is the unknown to be computed. The
three-point BCs are taken as one of the following two types:

Type I: u(0) = a, u(1) + δu(η) = β, 0 < η < 1, (1.4)

Type II: u′(0) = 0, u(1) + δu(η) = β, 0 < η < 1, (1.5)

where a, δ, η and β are the arbitrary constants. We establish an iterative methodology that utilizes quasilinearization
and Picard’s iteration techniques to approximate the solution of nonlinear BVPs (1.3) with three-point BCs (1.4) and
(1.5), which has several advantages

• It has been effectively applied to solve a class of three-point BVPs that appears in different physical phenomena
where traditional boundary conditions are insufficient to represent complex real-world systems.
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• The technique uses the quasilinearization method, which approximates a nonlinear problem by decompos-
ing it into a sequence of linear problems, making it applicable to wide range of scientific, engineering, and
mathematical contexts.

• Constructing Green’s functions for multi-point BVPs can be a complex process, but the proposed methodology
has streamlined the construction of Green’s function by simplifying the integral transformation of the three-
point BVPs.

• The convergence controller parameter is embedded in the proposed technique, which helps to accelerate the
convergence of the technique.

• The developed technique is straightforward, demands minimal computational resources for excellent precision,
converges fast, and outperforms numerous methods found in existing literature [36, 48, 49] in terms of accuracy.

This paper is being drafted in the following way: In section 2, we introduce a coupled iterative technique depending
on Picard’s iteration and quasilinearization method (with controller parameters) for a kind of NTPBVPs (1.3) with
BCs (1.4), and (1.5). Moreover, the conversion of the BVPs to the corresponding integral transformation includes
the formation of Green’s function as well. Section 3, examines the convergence analysis of the proposed iterative
scheme. Some numerical examples are provided to demonstrate the efficacy and applicability of the iterative scheme
in section 4. Additionally, this section contrasts the numerical outcomes obtained by the proposed iterative scheme
with existing techniques.

2. Coupled iterative technique: NTPBVPs

This section provides an in-depth description of the suggested iterative approach by utilizing quasilinearization and
Picard’s method for NTPBVPs (1.3) is subject to BCs (1.4). An equivalent integral equation is established in terms
of Green’s function. Consider the following differential equation

u′′(x) + g(x, u(x)) = 0, 0 ≤ x ≤ 1, (2.1)

with three-point BCs

u(0) = a, u(1) + δu(η) = β, η ∈ (0, 1), (2.2)

provided δη 6= −1. The nonlinear term g(x, u) is continuous and ∂g
∂u exists and is also continuous. By employing

optimal quasilinearization method (with controller parameter h), we expressed the Equations (2.1)-(2.2) as follows
(see [39])

u′′r+1 + hg′(ur)(ur+1 − ur) + g(ur) = 0, (2.3)

ur+1(0) = a, ur+1(1) + δur+1(η) = β, η ∈ (0, 1), (2.4)

where r = 0, 1, 2 . . . , signifies the rth approximation to quasilinearization and g′(u) = ∂g
∂u . It should be observed

that for h = 1, the above iterative scheme (2.3) is referred to as Newton’s quasilinearization method [8]. To find the
solution of the linear differential Eq. (2.3) with boundary conditions (2.4), we convert it to the equivalent Fredholm
integral equation. Let us define a function as

F = h{u′′r+1 + hg′(ur)(ur+1 − ur) + g(ur)} = 0. (2.5)

By adding and subtracting u′′r+1 from Eq. (2.5), we obtain

u′′r+1 + F − u′′r+1 = 0, (2.6)

or,

u′′r+1 = −F + u′′r+1. (2.7)

To convert Eq. (2.7) into the corresponding Fredholm integral transformation, we integrate Eq. (2.7) twice from 0 to
x and using the BC at x = 0, which gives

ur+1(x) = a+ xu′r+1(0) +

∫ x

0

∫ s

0

(
−F + u′′r+1

)
dtds. (2.8)
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By using the properties of integration, Eq. (2.8) gives

ur+1(x) = a+ xu′r+1(0) +

∫ x

0

(x− t)(−F + u′′r+1)dt. (2.9)

Making use of BC (2.4) (i.e., ur+1(1) + δur+1(η) = β), the value of u′r+1(0) is determined and we have

ur+1(x) = a+
(β − a(1 + δ))x

1 + δη
− xδ

1 + δη

∫ η

0

(η − t)(−F + u′′r+1)dt

− x

1 + δη

∫ 1

0

(1− t)(−F + u′′r+1)dt+

∫ x

0

(x− t)(−F + u′′r+1)dt.

(2.10)

2.1. Constructing Green’s function. Based on the η position, this subsection develops Green’s function, for the
three-point linear BVPs (2.3)-(2.4). Now, we can divide Eq. (2.10) into two cases in the following manner:

When x ≤ η

ur+1(x) = a+
(β − a(1 + δ))x

1 + δη
+

∫ x

0

(x− t)(−F + u′′r+1)dt

− x

1 + δη

(∫ x

0

(1− t)(−F + u′′r+1)dt+

∫ η

x

(1− t)(−F + u′′r+1)dt+

∫ 1

η

(1− t)(−F + u′′r+1)dt

)
− xδ

1 + δη

(∫ x

0

(η − t)(−F + u′′r+1)dt+

∫ η

x

(η − t)(−F + u′′r+1)dt

)
. (2.11)

When x ≥ η

ur+1(x) = a+
(β − a(1 + δ))x

1 + δη
− xδ

1 + δη

∫ η

0

(η − t)(−F + u′′r+1)dt

− x

1 + δη

(∫ η

0

(1− t)(−F + u′′r+1)dt+

∫ x

η

(1− t)(−F + u′′r+1)dt+

∫ 1

x

(1− t)(−F + u′′r+1)dt

)
+

(∫ η

0

(x− t)(−F + u′′r+1)dt+

∫ x

η

(x− t)(−F + u′′r+1)dt

)
. (2.12)

Now, Equations (2.5), (2.11), and (2.12) allow us to formulate the combined form in the term of Green’s function as

ur+1(x) = a+
(β − a(1 + δ))x

1 + δη
+

∫ 1

0

G(x, t)(u′′r+1 − h[u′′r+1 + hg′(ur)(ur+1 − ur) + g(ur)])dt, (2.13)

where 1 + δη 6= 0 and G(x, t) is the following Green’s function

G(x, t) =



−t[(1− x) + δ(η − x)]

1 + δη
, 0 ≤ t ≤ min{x, η} ≤ 1,

−t(1− x) + δη(x− t)
1 + δη

, 0 < η ≤ t ≤ x ≤ 1,

−x[(1− t) + δ(η − t)]
1 + δη

, 0 ≤ x ≤ t ≤ η < 1,

−x(1− t)
1 + δη

, 0 ≤ max{x, η} ≤ t ≤ 1.

(2.14)

Now, by utilizing BCs (2.4) and two times integrating the first term in the integrand of the iterative scheme (2.13),
we have

ur+1(x) = ur+1(x)− h
∫ 1

0

G(x, t)[u′′r+1 + hg′(ur)(ur+1 − ur) + g(ur)]dt. (2.15)
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The aforementioned integral representation (2.15) is approximated using Picard’s method to establish the proposed
coupled iterative technique for solving NTPBVPs (2.1) with BCs (2.2), which gives

u
(p+1)
r+1 (x) = u

(p)
r+1(x)− h

∫ 1

0

G(x, t)[u
′′(p)
r+1 + hg′(ur)(u

(p)
r+1 − ur) + g(ur)]dt, (2.16)

where p = 0, 1, 2, . . . , is the pth approximation of Picard’s iteration method. The best possible value for the convergence
controller parameter h is computed by minimizing the discrete average residual norm as

Res(h) ≈ 1

M + 1

M∑
i=0

(
Rr

(
i

M
;h

))2

, (2.17)

where M > 0 and Rr(x;h) ≡ u′′r (x)+g(x, ur(x)). For r = 0, we start with an initial approximation u
(0)
1 (x) = u0(x) that

meets the BCs (2.2) and solves the Picard’s successive approximation for it. Afterwards, we improve u
(0)
r+1(x) = u

(p)
r (x)

for every r = 1, 2, . . . , and solve with in them for subsequent iterations. Continue the process of solving until the best
possible approximate solution for BVP (2.1)-(2.2) is obtained.

Remark 2.1. Following a similar analysis, one can also establish the proposed iterative scheme for boundary conditions
of Type II, which is defined as

u
(p+1)
r+1 (x) = u

(p)
r+1(x)− h

∫ 1

0

G(x, t)[u
′′(p)
r+1 + hg′(ur)(u

(p)
r+1 − ur) + g(ur)]dt. (2.18)

Here, G(x, t) for three-point BVPs (1.3) with BCs (1.5) is defined as

G(x, t) =



−[(1− x) + δ(η − x)]

1 + δ
, 0 ≤ t ≤ min{x, η} ≤ 1,

−[(1− x) + δ(t− x)]

1 + δ
, 0 < η ≤ t ≤ x ≤ 1,

−[(1− t) + δ(η − t)]
1 + δ

, 0 ≤ x ≤ t ≤ η < 1,

−(1− t)
1 + δ

, 0 ≤ max{x, η} ≤ t ≤ 1,

(2.19)

provided 1 + δ 6= 0.

3. Convergence analysis: NTPBVPs

In this section, we documented the convergence of the proposed coupled iterative technique (2.16) for three-point
BVPs (2.1)-(2.2). But firstly, the convergence analysis of the quasilinearization scheme for the problem (2.1) with
boundary condition (2.2) is established with the support of uniform boundedness of the solution [30].
To discuss the existence of the sequence ur+1(x) and its uniform boundedness, we convert the non-homogeneous
boundary value problem (2.1)-(2.2) to homogeneous boundary value problem by the use of transformation u(x) =

y(x) −
[
a+ (β−a(1+δ))x

1+δη

]
. Therefore, rather than the non-homogeneous boundary value problem (2.1)-(2.2), we can

take into consideration the problem (2.1)-(2.2) with a = β = 0.

Theorem 3.1. Assume that g(x, u) : [0, 1]×R→ R is continuous and has a continuous bounded partial derivative of
first order w.r.t. u such that

max
u

{
|g(x, u)|,

∣∣∣∣∂g(x, u)

∂u

∣∣∣∣} = m <∞,

and further, suppose ∫ 1

0

|G(x, t)| ≤ α,

where G(x, t) is defined by Eq. (2.14), then for m < 1
α(1+2|h|) the iterative sequence specified by (2.16) approaches to

the solution of the problem (2.1)-(2.2).
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Proof. Consider the optimal quasilinearization scheme (2.3)-(2.4) with (a = β = 0) for the corresponding homogeneous
boundary value problem (2.1)-(2.2). The equivalent integral representation of (2.3)-(2.4) with (a = β = 0) is given by

ur+1(x) =

∫ 1

0

G(x, t){g(t, ur) + hg′(t, ur)(ur+1(t)− ur(t))}dt. (3.1)

Define the norm

‖u‖ = max
0≤x≤1

|u(x)|,

and also assume that

|u0(x)| ≤ k <∞, for 0 ≤ x ≤ 1.

For r = 0, Eq. (3.1) gives

‖u1‖ ≤ max
0≤x≤1

∫ 1

0

|G(x, t)|{|g(u0)|+ |h|(|u1|+ |u0|)|g′(u0)|}dt,

≤ α[m(1 + k|h|) + ‖u1‖m|h|], (3.2)

which implies

‖u1‖ ≤
(1 + k|h|)mα
(1− αm|h|)

≤ k, (3.3)

provided m ≤ k
α(1+2k|h|) . This shows that |ur+1(x)| ≤ k for 0 ≤ x ≤ 1. So, we have a well-defined sequence.

Next, to illustrate the uniform convergence of the sequence (3.1), we have

δur+1(x) =

∫ 1

0

G(x, t){g(t, ur)− g(t, ur−1)− hδur(t)g′(t, ur−1) + hδur+1(t)g′(t, ur)}dt, (3.4)

where δur+1(x) = ur+1(x)− ur(x). Now by using mean-value theorem, we obtain

‖δur+1‖ ≤ max
0≤x≤1

∫ 1

0

|G(x, t)|{|δur||g′(c)|+ |h||δur||g′(t, ur−1)|+ |h||δur+1||g′(t, ur)|}dt.

≤ α{(1 + |h|)m‖δur‖+m|h|‖δur+1‖},

≤ (1 + |h|)mα
(1− αm|h|)

‖δur‖, (3.5)

here g(x, ur)− g(x, ur−1) = δurg
′(c), ur−1 < c < ur. From Eq. (3.5), we have

‖δur+1‖ ≤ γ‖δur‖, where γ =
(1 + |h|)mα
(1− αm|h|)

.

Hence, we obtain

‖δur+1‖ ≤ γ‖δur‖ ≤ γ2‖δur−1‖ ≤ · · · ≤ γr‖δu1‖.

Making use of the induction principle yields

‖δur+1‖ ≤ γr‖δu1‖, (3.6)

where γ = (1+|h|)mα
(1−αm|h|) < 1, provided m < 1

α(1+2|h|) . Hence, ‖δur+1‖ → 0 as r →∞, and

m = max
0≤x≤1

{|g(x, u)|, |g′(x, u)|} . (3.7)
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3.1. Convergence of the suggested coupled technique. The suggested coupled iterative technique’s (depending
on quasilinearization and Picard’s methods) convergence analysis is covered in this subsection. From Eq. (2.3), we
have

u
(p+1)
r+1 (x) = u

(p)
r+1(x)− h

∫ 1

0

G(x, t){u′′(p)r+1 + hg′(t, ur)(u
(p)
r+1 − ur) + g(t, ur)}dt. (3.8)

Utilizing the boundary conditions and performing twice integration of the first term of the integrand of Eq. (3.8), we
get

u
(p+1)
r+1 = (1− h)u

(p)
r+1 + h

[
a+

(β − a(1 + δ))x

1 + δη

]
− h

∫ 1

0

G(x, t){hg′(t, ur)(u(p)r+1 − ur) + g(t, ur)}dt. (3.9)

Now for fixed value of r, define the Picard’s operator K corresponding to Eq. (3.9) as

K[u
(p)
r+1] = (1− h)u

(p)
r+1 + h

[
a+

(β − a(1 + δ))x

1 + δη

]
− h

∫ 1

0

G(x, t){hg′(t, ur)(u(p)r+1 − ur) + g(t, ur)}dt.

Thus Eq. (3.9) can be expressed as

u
(p+1)
r+1 = K[u

(p)
r+1]. (3.10)

Next, K is a contraction mapping as follows

‖K[u
(p)
r+1]−K[z

(p)
r+1]‖ = max

0≤x≤1

∣∣∣∣(1− h)(u
(p)
r+1(x)− z(p)r+1(x))− h2

∫ 1

0

G(x, t)(u
(p)
r+1 − z

(p)
r+1)g′(t, ur)dt

∣∣∣∣ ,
≤|(1− h)|‖(u(p)r+1 − z

(p)
r+1)‖+ h2mα‖(u(p)r+1 − z

(p)
r+1)‖,

≤κ‖(u(p)r+1 − z
(p)
r+1)‖, (3.11)

where κ = (|1−h|+h2mα) for m = maxu{|g(x, u)|, |g′(x, u)|} < 1−|(1−h)|
αh2 <∞. Now using Banach fixed point theorem

[23], we get

∆u
(p+1)
r+1 = u

(p+1)
r+1 − u

(p)
r+1 = K[u

(p)
r+1]−K[u

(p−1)
r+1 ]. (3.12)

From Equations (3.11) and (3.12), we have

‖∆u(p+1)
r+1 ‖ = ‖u(p+1)

r+1 − u
(p)
r+1‖ = ‖K[u

(p)
r+1]−K[u

(p−1)
r+1 ]‖ ≤ κ‖∆u(p)r+1‖, (3.13)

by induction principle, we get

‖∆u(p+1)
r+1 ‖ ≤ κp‖∆u

(1)
r+1‖. (3.14)

As p→∞, while r is fixed, it gives

‖u(p+1)
r+1 − u

(p)
r+1‖ → 0.

As a final step, the error of the suggested technique is computed as

‖u(p+1)
r+1 − u(p)r ‖ = ‖u(p+1)

r+1 − u
(p)
r+1 + u

(p)
r+1 − u(p)r ‖,

≤ ‖u(p+1)
r+1 − u

(p)
r+1‖+ ‖u(p)r+1 − u(p)r ‖,

= ‖∆u(p+1)
r+1 ‖+ ‖δu(p)r+1‖, (3.15)

which is approaching zero for r →∞ and p→∞. �
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4. Numerical illustration

This section includes a numerical illustration of the suggested iterative technique. To show the applicability and
efficacy of the suggested iterative technique, we take into account a number of numerical examples. We have contrasted
the numerical results produced using the proposed technique with some existing methods in order to demonstrate the
superiority of the proposed method.

Definition 4.1. The absolute error is determined as follows

En(x) = |un(x)− u(x)|, (4.1)

here, un(x) is the nth approximation (derived by the suggested method) and u(x) denotes the exact solution to the
problem.

Definition 4.2. The residual error is determined as follows

Rn(x) = |u′′n(x) + g(x, un(x)| , (4.2)

here, un(x) is is the problem’s nth approximation.

Definition 4.3. The maximum absolute error (MAE) for the problem is given as

MAE = Emax(x) = max |un(x)− u(x)|, (4.3)

here, un(x) is the problem’s nth approximation and u(x) is the exact solution.

Example 4.4. Consider the following NTPBVP{
u′′(x) + e−xu2(x)− (x2 + x+ 2)ex = 0, 0 ≤ x ≤ 1,

u(0) = 0, u(1) + 2u
(
1
2

)
= e+ e

1
2 .

(4.4)

Here, a = 0, δ = 2, η = 1
2 , β = e + e

1
2 and g(x, u) = e−xu2 − (x2 + x + 2)ex. The problem has exact solution as

u(x) = xex. Applying the proposed iterative scheme (2.16), we have

u
(p+1)
r+1 (x) = u

(p)
r+1(x)− h

∫ 1

0

G(x, t){u′′(p)r+1 + 2he−tur(u
(p)
r+1 − ur) + e−tu2r − (t2 + t+ 2)et}dt, (4.5)

here, G(x,t) is calculated as

G(x, t) =



−t(2− 3x)

2
, 0 ≤ t ≤ min{x, 1

2
} ≤ 1,

− t+
x(1 + t)

2
,

1

2
≤ t ≤ x ≤ 1,

−x(2− 3t)

2
, 0 ≤ x ≤ t ≤ 1

2
,

−x(1− t)
2

, 0 ≤ max{x, 1

2
} ≤ t ≤ 1.

(4.6)

We calculate the value of the solution by Equations (2.11)-(2.12). Often, the suggested iterative approach produces
highly complicated integrals, therefore to avoid this complication, we employ the Taylor series expansion to calculate
such integrals. It is noticed that the accuracy of the approximation depends on the number of terms of Taylor series
expansion and its centering point, and it is observed that center 0.5 gives better results.

Choose an initial approximation, u0(x) = u
(0)
1 (x) = x(e+e

1
2 )

2 , that meets the BCs. By using iterative schemes (2.11)

(or (2.12)), we begin the first iterate r = 0 for the case x ≤ 1
2 (or x ≥ 1

2 ) and carry out two iterations at p = 0, 1

and considering u1(x) ≈ u(2)1 (x). Here, optimal parameter h is obtained by calculating Eq. (2.17) and the values of h

corresponding to u
(1)
1 (x) and u

(2)
1 (x) are 0.974242 and 1.04535, respectively. Next, we update the initial approximation

u
(0)
2 (x) with u

(0)
2 (x) = u1(x) for iteration r = 1, where u1(x) ≈ u(2)1 (x). Continue solving in the same way, we achieve
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Table 1. Comparing the proposed technique with other techniques for absolute errors: Example 4.4.

x Proposed Method Method in Ref.[49] Difference Method[49]
r = 1 r = 2 r = 3 (4, 2) (4, 4) h = 0.1 h = 0.05

0.1 1.29715× 10−07 9.36085× 10−13 5.55112× 10−17 4.0629× 10−04 8.1435× 10−06 1.7128× 10−04 4.2829× 10−05

0.2 2.43306× 10−07 1.94333× 10−12 1.38778× 10−16 7.8165× 10−04 1.5896× 10−05 3.0443× 10−04 7.6114× 10−05

0.3 3.09488× 10−07 3.16352× 10−12 1.66533× 10−16 1.0209× 10−03 2.0120× 10−05 3.9356× 10−04 9.8358× 10−05

0.4 3.01128× 10−07 4.67049× 10−12 1.11022× 10−16 1.2069× 10−03 2.3084× 10−05 4.3201× 10−04 1.0798× 10−04

0.5 2.14370× 10−07 6.22602× 10−12 5.55112× 10−16 1.2227× 10−03 2.3171× 10−05 4.1224× 10−04 1.0301× 10−04

0.6 7.27610× 10−08 7.09233× 10−12 2.22045× 10−16 1.0183× 10−03 1.7900× 10−05 3.2672× 10−04 8.1720× 10−05

0.7 8.48283× 10−08 6.10534× 10−12 0.00000× 10−16 6.9688× 10−04 1.1472× 10−05 1.6693× 10−04 4.1672× 10−05

0.8 2.23693× 10−07 2.20601× 10−12 2.22045× 10−16 9.8850× 10−04 3.8926× 10−06 7.3872× 10−05 1.8509× 10−05

0.9 3.31129× 10−07 4.62341× 10−12 4.44089× 10−16 2.0438× 10−03 2.2064× 10−05 4.0280× 10−04 1.0080× 10−04

1.0 4.28741× 10−07 1.24523× 10−11 4.44089× 10−16 3.5652× 10−03 4.6343× 10−05 8.2447× 10−04 2.0603× 10−04
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Figure 1. Plot of absolute errors at
different iterations: Example 4.4.
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Figure 2. Plot of approximate so-
lutions and exact solution: Example
4.4.

Table 2. Comparing the maximum absolute errors (MAE) of the proposed technique with other
techniques: Example 4.4.

Proposed Method Difference Method[49] UHWCM [36]
r = 2 r = 3 h = 0.1 h = 0.05 2M = 16

1.24523× 10−11 5.55112× 10−16 8.2447× 10−04 2.0603× 10−04 1.34568× 10−04

the successive approximations for r = 2, 3, . . ., where initial approximation is updated as u
(0)
r+1(x) = ur(x). For this

problem, we consider u1(x) ≈ u(2)1 (x), u2(x) ≈ u(3)2 (x), u3(x) ≈ u(3)3 (x) and u4(x) ≈ u(3)4 (x).
For Example 4.4, Table 1 documents the comparisons (in terms of absolute errors) of the suggested technique with

other established approaches and shows supremacy over them. Additionally, Table 2 compares the maximum absolute
error for the problem with difference method [49] and uniform Haar wavelet collocation method (UHWCM) [36]. Figure
1 shows a plot of the absolute errors at r = 1, 2, and 3 (at logarithmic scale) against different values of x in the range
of [0, 1]. It reveals that as the number of iterations grows, absolute errors are decreasing, and the suggested method
converges to the exact solution. Furthermore, in Figure 2, we have depicted the approximate solutions obtained at
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Table 3. Comparing the proposed technique with other techniques for absolute errors: Example 4.5.

x Proposed Method Method in Ref.[48]
r = 1 r = 2 r = 3 (4, 2) (4, 3) (4, 4)

0.1 1.20917× 10−10 0.00000× 10−15 8.88178× 10−16 3.5276× 10−05 1.7089× 10−06 6.9537× 10−08

0.2 2.21814× 10−10 3.33067× 10−15 1.55431× 10−15 6.8002× 10−05 3.3354× 10−06 1.3690× 10−07

0.3 2.83312× 10−10 1.11022× 10−14 1.99840× 10−15 8.7550× 10−05 4.2835× 10−06 1.7574× 10−07

0.4 2.91401× 10−10 2.33147× 10−14 1.99840× 10−15 1.0364× 10−04 5.0570× 10−06 2.0678× 10−07

0.5 2.42146× 10−10 3.70814× 10−14 1.77636× 10−15 1.0811× 10−04 5.3183× 10−06 2.1906× 10−07

0.6 1.44356× 10−10 4.66294× 10−14 1.11022× 10−15 9.6642× 10−05 4.6941× 10−06 1.9142× 10−07

0.7 1.88995× 10−11 4.57412× 10−14 4.44089× 10−16 7.9876× 10−05 3.9095× 10−06 1.5997× 10−07

0.8 1.05637× 10−10 2.93099× 10−14 8.88178× 10−16 3.2875× 10−05 1.5707× 10−06 6.3247× 10−08

0.9 1.99980× 10−10 0.00000× 10−15 1.77636× 10−15 2.3720× 10−05 1.2531× 10−06 5.4823× 10−08

1.0 2.42145× 10−10 3.73035× 10−14 1.77636× 10−15 1.0811× 10−04 5.3183× 10−06 2.1906× 10−07

various iterations alongside the exact solution, which shows that the obtained approximate solution is highly accurate
and illustrates the strong agreement with the exact solution.

Example 4.5. Consider the following NTPBVP{
u′′(x)− (1 + sinx)u(x) + ex sinx = 0, 0 ≤ x ≤ 1,

u(0) = 1, u(1) + u
(
1
2

)
= e+ e

1
2 .

(4.7)

Here, a = 1, δ = 1, η = 1
2 , β = e+ e

1
2 and g(x, u) = −(1 + sinx)u+ ex sinx. The problem has an exact solution as

u(x) = ex. Applying the proposed iterative scheme (2.16), we have

u
(p+1)
r+1 (x) = u

(p)
r+1(x)− h

∫ 1

0

G(x, t){u′′(p)r+1 − h(1 + sin(t))(u
(p)
r+1 − ur)− (1 + sin t)ur + et sin t}dt, (4.8)

here, G(x,t) is calculated as

G(x, t) =



−t(3− 4x)

3
, 0 ≤ t ≤ min{x, 1

2
} ≤ 1,

− t+
x(1 + 2t)

3
,

1

2
≤ t ≤ x ≤ 1,

−x(3− 4t)

3
, 0 ≤ x ≤ t ≤ 1

2
,

−2x(1− t)
3

, 0 ≤ max{x, 1

2
} ≤ t ≤ 1.

(4.9)

We start first iterate (i.e., for r = 0), with initial guess u0(x) = u
(0)
1 (x) = 1 + −4x+2x(e+e

1
2 )

3 that also satisfies BCs
and carry out three iterations at p = 0, 1 and 2, with the support of Taylor expansion (center at 0.5) and yield u1(x) ≈
u
(3)
1 (x). In the same way, the successive approximations for r = 1, 2, . . ., with initial approximation u

(0)
r+1(x) = ur(x)

(updated for every r) can be achieved. For this problem, we consider u1(x) ≈ u(3)1 (x), u2(x) ≈ u(3)2 (x), u3(x) ≈ u(2)3 (x)

and u4(x) ≈ u(1)4 (x). Table 3 documents the comparison of the proposed technique (in terms of absolute errors) with
other established approach and show the supremacy over them. Additionally, Figure 3 shows a plot of the absolute
errors at r = 1, 2, and 3 (at logarithmic scale) against different values of x in the range of [0, 1]. It reveals that with
growing iterations, absolute errors decrease, and the suggested method converges to the exact solution. We have also
plotted the obtained approximate solutions at different iterations and the exact solution in Figure 4, demonstrating
that the obtained approximate solution is highly accurate and illustrating the strong agreement with the exact solution.
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Figure 3. Plot of absolute errors at
different iterations: Example 4.5.
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Example 4.6. Consider the following NTPBVP{
u′′(x) + eu

32 −
1
64 = 0, 0 ≤ x ≤ 1,

u′(0) = 0, u(1) = 2u
(
1
3

)
.

(4.10)

Here, δ = −2, η = 1
3 , β = 0 and g(x, u) = eu

32 −
1
64 . The problem doesn’t have an exact solution. The approximate

solution to the problem has been calculated by the proposed method. Applying the proposed iterative scheme (2.18),
we have

u
(p+1)
r+1 (x) =u

(p)
r+1(x)− h

∫ 1

0

G(x, t)

{
u
′′(p)
r+1 +

heur

32
(u

(p)
r+1 − ur) +

eur

32
− 1

64

}
dt, (4.11)

here, G(x, t) is calculated as

G(x, t) =



x+
1

3
, 0 ≤ t ≤ min{x, 1

3
} ≤ 1,

x− 2t+ 1,
1

3
≤ t ≤ x ≤ 1,

t+
1

3
, 0 ≤ x ≤ t ≤ 1

3
,

− t+ 1, 0 ≤ max{x, 1

3
} ≤ t ≤ 1.

(4.12)

We start the first iterate with an initial approximation u0(x) = u
(0)
1 (x) = 0 that satisfies the BCs and solve two

iterations for p and then fix u1(x) ≈ u
(2)
1 (x). Continue to solve in the same way and obtain the successive ap-

proximations for r = 1, 2, . . ., with the initial approximation (updated for every r) as u
(0)
r+1(x) = ur(x). Taking

u1(x) ≈ u
(2)
1 (x), u2(x) ≈ u

(2)
2 (x), u3(x) ≈ u

(2)
3 (x) and u4(x) ≈ u

(1)
4 (x). To illustrate the accuracy and efficacy of the

suggested method, we compute residual errors (as the exact solution is not available in the literature) and documented
in Table 4. We have also an agreement with the analytical study discussed in [33], where the authors established
the region of existence for the solution to the same problem. It is observed that our approximate solution lies in the
same region. Additionally, Figure 5 displays a depiction of the residual errors at r = 0, 1, 2, and 3 (at logarithmic
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Table 4. Comparative analysis of different residual errors: Example 4.6.

x r = 0 r = 1 r = 2 r = 3
0 8.96948× 10−08 1.00073× 10−12 6.28870× 10−18 2.76653× 10−18

0.1 9.94182× 10−08 1.25253× 10−12 1.05126× 10−17 2.54415× 10−19

0.2 1.26736× 10−07 1.93876× 10−12 2.31148× 10−17 5.64196× 10−19

0.3 1.66096× 10−07 2.86153× 10−12 3.78389× 10−17 9.50703× 10−20

0.4 2.08250× 10−07 3.72236× 10−12 4.58740× 10−17 5.18155× 10−18

0.5 2.40271× 10−07 4.16844× 10−12 4.73999× 10−17 4.76938× 10−18

0.6 2.45567× 10−07 3.85574× 10−12 3.76017× 10−17 8.54332× 10−18

0.7 2.03909× 10−07 2.52751× 10−12 1.05387× 10−17 1.01307× 10−17

0.8 9.14527× 10−08 1.06038× 10−13 2.29777× 10−17 1.26676× 10−17

0.9 1.19222× 10−07 3.20462× 10−12 4.70539× 10−17 1.61314× 10−17

1.0 4.59079× 10−07 6.80774× 10−12 4.42759× 10−17 1.37185× 10−17
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Figure 5. Plot of residual errors at
different iterations: Example 4.6.
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scale) against different values of x in the range of [0, 1], which shows that the method converges to the solution of the
problem with an increase in the number of iterations.

Example 4.7. Consider the following NTPBVP{
u′′(x) + 1

32

[
e2

4 −
sin x
4 − 2u3(x)

]
= 0, 0 ≤ x ≤ 1,

u′(0) = 0, u(1) = 1
3u
(
1
2

)
.

(4.13)

Here, δ = − 1
3 , η = 1

2 , β = 0 and g(x, u) = 1
32

[
e2

4 −
sin x
4 − 2u3

]
. The given problem has no exact solution. The

approximate solution to the problem has been calculated by the proposed method. Applying the proposed iterative
scheme (2.18), we have

u
(p+1)
r+1 (x) =u

(p)
r+1(x)− h

∫ 1

0

G(x, t)

{
u
′′(p)
r+1 −

3h

16
u2r(u

(p)
r+1 − ur) +

1

32

(
e2

4
− sin t

4
− 2u3r

)}
dt, (4.14)
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Table 5. Comparative analysis of different residual errors: Example 4.7.

x r = 0 r = 1 r = 2
0 3.66645× 10−07 7.11861× 10−14 0.00000× 10−17

0.1 8.34063× 10−07 1.76109× 10−14 1.38778× 10−17

0.2 1.09920× 10−06 2.44388× 10−14 0.00000× 10−17

0.3 9.02229× 10−07 2.11706× 10−14 6.93889× 10−18

0.4 5.07802× 10−07 1.63342× 10−14 6.93889× 10−18

0.5 4.42756× 10−08 1.13867× 10−14 0.00000× 10−17

0.6 4.26776× 10−07 6.84869× 10−15 1.38778× 10−17

0.7 8.44790× 10−07 3.88578× 10−15 6.93889× 10−18

0.8 1.08879× 10−06 2.63678× 10−15 6.93889× 10−18

0.9 9.20947× 10−07 1.13035× 10−14 6.93889× 10−18

1.0 6.43148× 10−08 1.10315× 10−13 6.93889× 10−18

here, G(x, t) is calculated as

G(x, t) =



x− 5

4
, 0 ≤ t ≤ min{x, 1

2
} ≤ 1,

x+
(t− 3)

2
,

1

2
≤ t ≤ x ≤ 1,

t− 5

4
, 0 ≤ x ≤ t ≤ 1

2
,

−3(1− t)
2

, 0 ≤ max{x, 1

2
} ≤ t ≤ 1.

(4.15)

We start the first iterate with an initial approximation u0(x) = u
(0)
1 (x) = 0 and carry out one iteration at p = 0 and

then fix u1(x) ≈ u
(1)
1 (x). Continue to solve in the same way, we get the successive approximations for r = 1, 2, . . . ,

with initial approximation u
(0)
r+1(x) = ur(x). Taking u1(x) ≈ u

(1)
1 (x), u2(x) ≈ u

(3)
2 (x) and u3(x) ≈ u

(2)
3 (x). To show

the accuracy and efficiency of the proposed method, we compute residual errors (as the exact solution is not available
in the literature) and documented in Table 5. We also have an agreement with analytical study discussed in [33],
where the authors established the region of existence for the solution to the same problem. It is observed that our
approximate solution lies in the same region. Additionally, Figure 6 displays a depiction of the residual errors at
r = 0, 1 and 2 (at logarithmic scale) against different values of x in the range of [0, 1], which shows that the method
converges to the solution of the problem with an increase in the number of iterations.

5. Conclusion

A coupled iterative technique based on the quasilinearization method (with convergence controller parameter) and
Picard’s iterative method is successfully proposed to find the approximate solution for a class of second-order nonlinear
three-point boundary value problems (NTPBVPs). An equivalent integral representation is established in the presence
of Green’s function. Additionally, the proposed method’s convergence analysis is also described. The proposed scheme
has been tested with the help of some numerical problems, which shows its applicability and generality. Here are a
few concluding remarks based on the proposed study:

• The study provides a computationally efficient iterative technique to solve a class of nonlinear nonlocal bound-
ary value problems, which generally provides a more realistic understanding of physical phenomena.

• The nonlinearity present in the nonlocal BVPs is effectively handled by the proposed iterative method, and
the application of convergence controller parameters allows for the best approximate solution in just a few
iterations.

• The obtained results are also compared (in terms of absolute errors and maximum absolute error) with the
existing results (see Tables 1, 2, and 3), which validate the accuracy and supremacy of the proposed technique.
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In the absence of an exact solution, residual errors are calculated to show the correctness and efficiency of the
technique (see Tables 4 and 5).

• Figures 1, 3, 5, and 6 illustrate the graphical representation of absolute errors and residual errors (at logarithmic
scale), whereas Figures 2 and 4 represent the plot of the approximate and exact solution, which highlights the
effectiveness of the technique.

• It has been observed the proposed approach shows agreement with the analytical study by [33].
• The proposed iterative technique is fast and accurate, and the desired outcomes can be enhanced with an

increase in the number of iterations.
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