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#### Abstract

In this article, the spectral collocation method based on radial basis functions is used to solve the mentioned models. The advantage of this method is that it converts the equations into a system of algebraic equations. Therefore, we can solve this problem with Newton's method. The purpose of this article is to numerically solve stochastic models such as the Heston model, Vasicek model, Cox-Ingersoll and Ross model and a model of the Black-Scholes called the Genral Stock model. The method is computationally attractive, and numerical examples confirm the validity and efficiency of the proposed method.
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## 1. Introduction

Valuing and predicting the values of financial options is one of the most challenging topics, which has been particularly attractive to financial specialists, economists, and mathematicians due to the many applications of these contracts in risk hedging. In 1973, Black-Scholes and Merton [2] almost simultaneously introduced the stochastic differential equation that modeled the stochastic behavior of the value of financial assets such as stocks. After the Black-Scholes model, many experts presented models for volatility dynamics to get rid of these defects, including Hall and White[15], Scott[29], Wingins[34], Stein[30], Melino and Turnbull [23], and Heston[16]. Many experimental studies including Bakshi et al [3] Bailey and Morana[4], and Clark and Devig [6], have shown the superiority of volatility models. Among the stochastic volatility model, the Heston model is one of the most famous stochastic volatility models. Because in this model, asset price volatility is not fixed but follows a random process, so that the asset price process does not accept negative volatility. The Heston model was first introduced in 1993 by Aston Heston.
1.1. Heston model. Mathematically, Heston's model assumes that asset prices are determined by a stochastic process. To calculate the underlying price of an asset, the Heston model uses the following equations:

$$
\begin{align*}
& d S_{t}=r S_{t} d t+\sqrt{V_{t}} S_{t} d W_{1 t}  \tag{1.1}\\
& d V_{t}=K\left(\theta-V_{t}\right) d t+\sigma \sqrt{V_{t}} d W_{2 t}  \tag{1.2}\\
& d W_{1 t} d W_{2 t}=\rho d t \tag{1.3}
\end{align*}
$$

where $S_{t}$ and $V_{t}$ are the stock price and variance in time, respectively. In this model, Eqs. (1.1) and (1.2) are called the stock process and the volatility process respectively.
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- $W_{1 t}$ is the Brownian motion of the basic asset price.
- $W_{2 t}$ is the Browning motion of the variance of the basic asset price.
- $\rho$ is the correlation coefficient between $W_{1 t}$ and $W_{1 t}$.
- $S_{t}$ is the price of a particular asset at that time.
- $\sqrt{V_{t}}$ is the volatility in asset price (a volatility process).
- $\sigma$ is volatility flight.
- $r$ is the risk-free interest rate.
- $\theta$ is the long-term average of volatility process.
- $K$ is the rate-of-return to the long- term price variance (it specifies the speed at which the curves converge around the long-term average).
- $d t$ is the indefinitely small positive time increment.
1.2. General Stock Model. Having applied our basic Black-Scholes model to the pricing of some exotic options, we now turn to more general market models. In section we replace the (constant) parameters that characterised our basic Black-Scholes model by previsible processes. Under appropriate boundedness assumptions, to obtain the fair price of an option as the discounted expected value of the claim under a martingale measure. In general this expectation must be evaluated numerically [12]. In the classic Black-Scholes framework, drift is constant and stock volatility is constant. In addition, stock return follows a Brownian motion with a drift constant. In this section, a more general model is considered that can price and hedge derivatives. The key assumption is that there is only one stochastic source in the market and the Brownian motion increases the stock price. By writing $\left\{F_{t}\right\}_{t \geq 0}$ for the filter that generates the Brownian motion of the stimulus, we replace risk-free loan interest rate $\left\{r_{t}\right\}$, drift $\left\{\mu_{t}\right\}$, and volatility $\left\{\sigma_{t}\right\}$ in the basic Black-Scholes model with the predictable processes of $\left\{F_{t}\right\}_{t \geq 0},\left\{\mu_{t}\right\}_{t \geq 0},\left\{r_{t}\right\}_{t \geq 0},\left\{\sigma_{t}\right\}_{t \geq 0}$, which can depend on the entire history before the time of $t$.
The model consists of a risk-free bond $\left\{B_{t}\right\}$ and a risky asset of $\left\{S_{t}\right\}_{t \geq 0}$ that are presented in the following system of equations [12],

$$
\left\{\begin{array}{lr}
d B(t)=r(t) B(t) d t, & B_{0}=1  \tag{1.4}\\
d S(t)=\mu(t) S(t) d t+\sigma(t) S(t) d W(t)
\end{array}\right.
$$

or

$$
\left\{\begin{array}{lr}
d B(t)=r(t) B(t) d t, & B_{0}=1,  \tag{1.5}\\
d S(t)=S_{0}+\int_{0}^{t} \mu(s) S(s) d s+\sigma(s) S(s) d W(s),
\end{array}\right.
$$

where $\left\{W_{t}\right\}$ is a P-dimensional Brownian motion that generates the filter of $\left\{F_{t}\right\}_{t \geq 0}$, and $r_{t}, \mu_{t}, \sigma_{t}$ and $F_{t}$ are predictable. It is obvious that a solution should be formed for these equations

$$
\begin{aligned}
& B(t)=\exp \left(\int_{0}^{t} r_{s} d s\right), \\
& S(t)=S_{0} \exp \left(\int_{0}^{t}\left(\mu_{s}-\frac{1}{2} \sigma_{s}^{2}\right) d s+\int_{0}^{t} \sigma_{s} d s\right) .
\end{aligned}
$$

1.3. Vasicek model and Cox-Ingersoll-Ross (CIR) model. As a stochastic investment model and as a singlefactor model, the Vasicek model is one of the most recent mathematical models that explains the instantaneous interest rate with changes resulted from only one market risk factor and follows the following stochastic differential equation

$$
\begin{equation*}
d r_{t}=a\left(b-r_{t}\right) d t+\sigma d B_{t} \tag{1.6}
\end{equation*}
$$

Since Vasicek allows negative interest rate, Cox-Ingersoll-Ross model can be used to simulate the interest rate.

$$
\begin{equation*}
d r=a(b-r) d t+\sigma \sqrt{r} d B \tag{1.7}
\end{equation*}
$$

$d r$ is the change in the interest rate from one period to another. $r$ is the current level of interest rate, $\sigma$ is the annual standard deviation of interest rate, $d t$ is the time horizon of interest rate calculation. In this problem, $d B$ is $a$ Wiener random process and a is the adjustment rate of the long-term average of interest rate $b$ [20]. Most of these models do not have an analytical solution. Modeling the stock markets usually leads to ordinary and stochastic differential equations. Meshless methods based on radial basis functions are among the methods that have recently attracted the attention because they have the property of spectral convergence, the distribution of points can be arbitrary, and the functions can be approximated. They have been studied by many researchers [13, 14, 18, 24, 31, 32, 35, 36]. Due to the wide application of stochastic equations in various sciences including economics, mechanics, biology, physics, mathematics, and statistics, chemistry, medicine, electronics, etc., and the absence of an exact answer in most cases,the use of numerical methods to solve This group of equations is of considerable importance. Numerical methods or spectral method have already been used in some equations [5, 7, 10, 11, 21, 22, 33]. In this article, the spectral colocation method based on radial basis functions is used as a practical method for solving the models of Heston, General Stock, Vasicek and Cox-Ingersoll-Ross. The proposed method is different from other numerical methods because P-panel M-point Newton-Cotes integration rule was used to estimate the Ito integral in this method. The implementation of this approach can convert the interested problem into a system of algebraic equations that is directly solved by Newton method. The structure of this paper is as follows. In the second section, a number of essential definitions are studied such as Brownian motion, some characteristics of Itos integral, method of radial basis functions, and Newton-Cotes integration rule. In the third section, the numerical solution of the Eqs. (1.1)-(1.2) is presented using the spectral collocation method based on radial basis functions. In the fourth section, the accuracy of the proposed method is investigated by considering numerical examples. Finally, a conclusion is presented in the last section.

## 2. Definitions and perquisites

In this section, we overview some definitions and prerequisites that are needed.
2.1. Some mathematical preliminaries. Brownian motion [25] is a name that is attributed to the irregular movements of suspended grains in water. It was observed by a Scottish botanist named Robert Brown in 1828. This movement was explained by random collisions with water molecules. For the mathematical definitions of Brownian motion, it is natural to use a stochastic process that is as a position in time. Lets have a mathematical definition of Brownian motion.

Definition 2.1. [25]. Suppose $(\Omega, F, P)$ is a probability space with the filter of $\left\{F_{t}\right\}_{t \geq 0}$. A standard one- dimensional Brownian motion with the representation of $\left\{B_{t}\right\}_{t \geq 0}$ is a real- valued, continuous and $\left\{F_{t}\right\}$-adapted process with the following properties:

1) $B_{0}=0$, almost everywhere.
2) For $0 \leq s<t<\infty$, the increment of $B_{t}-B_{s}$ is normally distributed with a mean of zero and a variance of $t-s$.
3) For $0 \leq s<t<\infty$ the increment of $B_{t}-B_{s}$ is independent of $F_{s}^{B}$.

Note: $F_{s}^{B}$ is a natural filter.
Definition 2.2. [27]. Suppose $\nu=\nu(T, s)$ is a class of functions $f(t, w):[0, \infty] \longrightarrow \Omega$ such that

- The function $(t, w) \longrightarrow f(t, w)$ is $B \times F$-measurable, where $B$ is the family of all Borels subsets on $[0, \infty)$ and F is the $\sigma$-algebra on $\Omega$.
- $f(t, w)$ is compatible with $F_{t}$.
- $E\left[\int_{s}^{T} f^{2}(t, w) d t\right]<\infty$.

We show how to define the Ito integral for the Functions of $f \in \nu$,

$$
\begin{equation*}
I[f](w)=\int_{s}^{T} f(t, w) d B_{t}(w) \tag{2.1}
\end{equation*}
$$

where $B_{t}$ is a one-dimensional Brownian motion.
It is natural to define $I[\phi]$ for a simple class of functions $\phi$. Then we show that each $f \in \nu$ can be approximated by $\phi^{\prime} s$ and we use to define $\int f d B$ as the limit of $\int \phi d B$ as $\phi \longrightarrow f$.
Now we explain the details of this structure. A function of $\phi \in \nu$ is called elementary if it has the following form.

$$
\begin{equation*}
\phi(t, w)=\sum_{j} e_{j}(w) \cdot \chi_{\left[t_{j}, t_{j+1}\right]}(t) \tag{2.2}
\end{equation*}
$$

Note that each $\phi \in \nu$ of the function $e_{j}$ must be measurable.
Definition 2.3. ([27], (The Ito integral)). suppose $f \in \nu(S, T) \longrightarrow f$. Then the Ito integral of f is defined from $[S, T)$ by

$$
\begin{equation*}
\int_{s}^{T} f(t, w) d B_{t}=\lim _{m \longrightarrow \infty} \int_{s}^{T} \varphi_{n}(t, w) d B_{t}(w), \quad\left(\lim \quad \text { in } \quad L^{2}(P)\right) \tag{2.3}
\end{equation*}
$$

where, $\varphi_{n}$ is a sequence of elementary functions such that

$$
\begin{equation*}
E\left[\int_{s}^{T}\left(f(t, w)-\varphi_{n}(t, w)\right)^{2} d t\right] \longrightarrow 0, \quad n \longrightarrow \infty \tag{2.4}
\end{equation*}
$$

Property 1 ([27], Integration by parts): Suppose $f(s, w)=f(s)$ only depends on $s$ and $f$. It is continuous and bounded on the interval $[0, t]$. Then

$$
\begin{equation*}
\int_{0}^{t} f(s) d B_{s}=f(t) B_{t}-\int_{0}^{t} B_{s} d f_{s} \tag{2.5}
\end{equation*}
$$

Property 2 (The Itô isometry): Suppose $f \in v(S, T)$

$$
\begin{equation*}
E\left[\left(\int_{s}^{T} f(t, w) d B_{t}(w)\right)^{2}\right]=E\left[\int_{s}^{T} f^{2}(t, w) d t\right] \tag{2.6}
\end{equation*}
$$

Proof. see ([27], p.26).

### 2.2. Radial basis functions.

2.2.1. Definition of radial basis functions. Here we present an introduction to RBF theory. Let $R^{+}=\{x \in R, x \geq 0\}$ be a non-negative half-line and Let $\phi: R^{+} \longrightarrow R$ be a continuous function with $\phi(0) \geq 0$. The radial basis function on $R^{d}$ has the following form.

$$
\phi\left(\left\|x-x_{i}\right\|\right)
$$

TABLE 1. Classification of standard radial basis functions.

| classic shape | symbol | The name of the radial basis function | grouping |
| :---: | :---: | :---: | :---: |
| $\sqrt{r^{2}+c^{2}}$ | MQ | Multiqudric |  |
| $\frac{1}{\sqrt{r^{2}+c^{2}}}$ | IMQ | Inverse Multiqudric | Continuously smooth |
| $e^{-(c r)^{2}}$ | GA | Gussian |  |
| $r$ | LN | Linear |  |
| $r^{3}$ | CU | Cubic | Piecewise smooth |
| $r^{2} \ln (r)$ | TPS | Thin Plate Spline |  |

where $X, X_{i} \in R^{d}$ and $\|\cdot\|$ are the Euclidean norm between $X$ and $X_{i}$. In addition, Euclidean norm is the most choice for the norm of $\|\cdot\|$, that is, the norm of $L^{2}$. If $N$ points of $\left\{X_{i}\right\}_{i=1}^{N}$ are selected in $R^{d}$, then

$$
\begin{equation*}
y(x)=\sum_{i=1}^{N} \alpha_{i} \phi\left(\left\|X-X_{i}\right\|\right), \quad \lambda_{i} \in R \tag{2.7}
\end{equation*}
$$

is called a radial basis function.
2.2.2. RBF interpolation. The one- dimensional function of $\mathrm{y}(\mathrm{x})$ is approximated or interpolated, which can be represented by an RBF in the following form:

$$
\begin{equation*}
y(x) \approx y_{N}(x)=\sum_{i=1}^{N} \alpha_{i} \phi(\|x\|), \quad x \in R^{d} \tag{2.8}
\end{equation*}
$$

$X$ is the interpolation points, and $\left\{\alpha_{i}\right\}_{i=1}^{N}$ is a coefficient that must be determined [1]. By choosing $N$ interpolation point $\left\{X_{i}\right\}_{i=1}^{N}$, the approximate function can be written as follows:

$$
\begin{equation*}
y_{j}=\sum_{i=1}^{N} \alpha_{i} \phi_{i}\left(x_{j}\right), \quad j=1,2, \ldots, N \tag{2.9}
\end{equation*}
$$

Standard radial basis function can be classified into two important groups [19]. The first group is infinitely smooth radial basis functions [8, 19]. These basis functions are infinitely differentiable and strongly depend on the shape parameter, for example, the multiquadric function, the Gaussian function, etc (see Table 1). The second group are infinitely smooth functions (except in the centers). Basic functions are not very different from this group. These basic functions are without shape parameter and have relatively less accuracy than the basic functions discussed in the fist group.

### 2.3. A summary of the integration rule of the Newton-Cotes method. [9].

The integration rule is the basic of any numerical method for solving integral equations. The integration rule is a general name given to any numerical method for evaluating the approximation of an integral of a function $f(x)$

$$
\begin{equation*}
I f=\int_{a}^{b} w(s) f(s) d s \tag{2.10}
\end{equation*}
$$

where $w(s)$ is a weight function that can use any information contained in the function $f(s)$ such as the values of its derivatives one or more points and values of simpler integral. We only consider the cases in which the used information is restricted to the value in a set of points $\left\{\xi_{i}, i=1, \ldots, N\right\}$ and the approximation (integration rule) has the forms as follows,

$$
\begin{equation*}
Q f=\sum_{i=1}^{N} w_{i} f\left(\xi_{i}\right)=I f-E f \tag{2.11}
\end{equation*}
$$

$E f$ is the error.
Newton-Cotes integral quadrature rule $\left(Q_{M}\right)$ are obtained by integrating of polynomial uniformly spaced interpolants of the integrand. The $M$-point Newton-Cotes rule $(M \geq 2)$ is defined by

$$
\begin{equation*}
Q_{M} f(a, b)=\int_{a}^{b} q_{m-1}(x) d x \tag{2.12}
\end{equation*}
$$

where $q_{m-1}(x)$ interpolates function $f(x)$ in the following points.

$$
\begin{equation*}
x_{i}=a+\frac{i-1}{M-1}(b-a), \quad i=1,2, \ldots, M \tag{2.13}
\end{equation*}
$$

The error $\left|I f-Q_{M} f\right|$ may not converge to zero, even for well- behavior functions of $f$. So, we obtain $P$-panel $Q_{M}$ rule approximation to the integral $\int_{a}^{b} f(s) d s$ by setting $h=\frac{b-a}{M}$. In general, the method includes dividing the interval of $[a, b]$ into sub-interval of $T_{j}=[a+(j-1) h, a+j h], j=1,2, \ldots, P$. So, we use the interpolation formula in each sub-interval with the points of $\left\{X_{i}^{(j)}\right\}_{i=1}^{M}$ and the weight of $\left\{w_{i}^{(j)}\right\}_{i=1}^{M}, j=1,, P$.

$$
\begin{align*}
I f & =\int_{a}^{b} f(s) d s=\sum_{j=1}^{M} \int_{a+(j-1) h}^{a+j h} f(s) d s \\
& =\sum_{j=1}^{M} Q_{M}(a+(j-1) h, a+j h) f+E_{M}  \tag{2.14}\\
& =\sum_{j=1}^{P} \sum_{i=1}^{M} w_{k}^{(j)\left(f\left(x_{k}^{(j)}\right)\right.}+E_{M, P}
\end{align*}
$$

for fixed $M$ and increasing $P$ these also yield a sequence of approximation to $I f$.
Property 3.[9]: With notation as in (2.14), is as follows for every fixed $M$ and for every $(a, b)$-Riemanns integrable function $f$ :

$$
\begin{equation*}
\lim _{m \longrightarrow \infty} E_{M, P}=0 \tag{2.15}
\end{equation*}
$$

## 3. Numerical solution

The proposed method can be applied to each of four models of Heston, General Stock, Vasicek, and Cox-IngersollRoss, since Hestons model is more general, we implemented the method on the Hestons model. Here, we consider the Heston model and expand $s_{N}(t)$ and $v_{N}(t)$ as follows

$$
\begin{align*}
& s_{t}=s_{0}+r \int_{0}^{t} s_{t}(s) d s+\int_{0}^{t} \sqrt{v_{t}(s)} s_{t}(s) d W_{1}(s)  \tag{3.1}\\
& v_{t}=v_{0}+k \int_{0}^{t}\left(\theta-v_{t}(s)\right) d s+\sigma \int_{0}^{t} \sqrt{v_{t}(s)} d W_{2}(s)  \tag{3.2}\\
& S(t) \simeq s_{N}(t)=\sum_{0}^{N} \alpha_{i} \phi_{i}(t)  \tag{3.3}\\
& v(t) \simeq v_{N}(t)=\sum_{0}^{N} \alpha_{i}^{\prime} \phi_{i}(t) \tag{3.4}
\end{align*}
$$

By substituting two Eqs. (3.3)-(3.4) in Eqs. (3.1)-(3.2), we have:

$$
\begin{equation*}
s_{N}(t)=s_{0}+r \int_{0}^{t} s_{N}(s) d s+\int_{0}^{t} \sqrt{v_{N}(s)} s_{N}(s) d W_{1}(s)+\operatorname{Res}_{N}(t) \tag{3.5}
\end{equation*}
$$

$$
\begin{equation*}
v_{N}(t)=v_{0}+k \int_{0}^{t}\left(\theta-v_{N}(s)\right) d s+\sigma \int_{0}^{t} \sqrt{v_{N}(s)} d W_{2}(s)+\operatorname{Res}_{N}(t), \tag{3.6}
\end{equation*}
$$

where $\operatorname{Res}_{N}(t)$ is the residual error when $t \in[0,1]$. This error is generated when substitution takes place in the equations to solve the approximation. Using the integral by parts (property 1 ), we have the following results

$$
\begin{align*}
& \int_{0}^{t} \sqrt{v_{N}(s)} s_{N}(s) d W_{1}(s)=\sqrt{v_{N}(t)} s_{N}(t) W_{1}(t)-\int_{0}^{t} W_{1}(s)\left(\sqrt{v_{N}(s)} s_{N}(s)\right)^{\prime} d s,  \tag{3.7}\\
& \int_{0}^{t} \sqrt{v_{N}(s)} d W_{2}(s)=\sqrt{v_{N}(t)} W_{2}(t)-\int_{0}^{t} W_{2}(s)\left(\sqrt{v_{N}(s)}\right)^{\prime} d s, \tag{3.8}
\end{align*}
$$

to solve the second integral in Eqs. (3.7)-(3.8), we use the Newton-Cotes rule as follows. We convert the interval of the integral into the fixed interval of $[0,1]$.

$$
\begin{align*}
& s=t x, \quad x \in[0,1], \quad s \in[o, t] . \\
& s_{N}(t)=s_{0}+r t \int_{0}^{1} s_{N}(t x) d x+t\left(\sqrt{v_{N}(t)} s_{N}(t) W_{1}(t)-\int_{0}^{1}\left(\sqrt{v_{N}(t x)} s_{N}(t x)\right)^{\prime} W_{1}(t x)\right) d x+\operatorname{Res}_{N}(t),  \tag{3.9}\\
& v_{N}(t)=v_{0}+k t \int_{0}^{1}\left(\theta-v_{N}(t x)\right) d x+\sigma t\left(\sqrt{v_{N}(t)} W_{2}(t)-\int_{0}^{1}\left(\sqrt{v_{N}(t x)}\right)^{\prime} W_{2}(t x)\right) d x+\operatorname{Re} s_{N}(t), \tag{3.10}
\end{align*}
$$

then Eqs. (3.9)-(3.10) are approximated using $P$-panel $M$-point Newton-Cotes integration rule as follows:

$$
\begin{align*}
& s_{N}(t)=s_{0}+\sqrt{v_{N}(t)} s_{N}(t) W_{1}(t)+t \sum_{j=1}^{P} \sum_{i=1}^{M} w_{i}^{(j)}\left[r s_{N}\left(t x_{i}^{(j)}\right)-\left(\sqrt{v_{N}\left(t x_{i}^{(j)}\right)} s_{N}\left(t x_{i}^{(j)}\right)\right)^{\prime} w_{1}\left(t x_{i}^{(j)}\right)\right]+E_{M, P}+\operatorname{Res}_{N}(t),  \tag{3.11}\\
& v_{N}(t)=v_{0}+\sqrt{v_{N}(t)} W_{2}(t)+t \sum_{j=1}^{P} \sum_{i=1}^{M}\left[k\left(\theta-v_{N}\left(t x_{i}^{(j)}\right)-\sigma\left(\sqrt{v_{N}\left(t x_{i}^{(j)}\right)}\right)^{\prime} w_{2}\left(t x_{i}^{(j)}\right)\right]+E_{M, P}+\operatorname{Res}_{N}(t),\right. \tag{3.12}
\end{align*}
$$

where $\left\{x_{i}^{j}\right\}_{i=1}^{M},\left\{w_{i}^{j}\right\}_{i=1}^{M}, j=1, \ldots, P$ are Newton-Cotes points and weights respectively [28]. $E_{M, P}$ is the error of numerical integration. Now by replacing the collocated points $t_{l}$ in Eqs. (3.11)-(3.12), it becomes a system of algebraic equation. By solving it, we get the approximate solution of $s_{N}(t)$ and $v_{N}(t)$.

$$
\begin{align*}
& s_{N}\left(t_{l}\right)=s_{0}+\sqrt{v_{N}\left(t_{l}\right)} s_{N}\left(t_{l}\right) W_{1}\left(t_{l}\right)+t_{l} \sum_{j=1}^{P} \sum_{i=1}^{M} w_{i}^{(j)}\left[r s_{N}\left(t_{l} x_{i}^{(j)}\right)-\left(\sqrt{v_{N}\left(t_{l} x_{i}^{(j)}\right.} s_{N}\left(t_{l} x_{i}^{(j)}\right)\right)^{\prime} w_{1}\left(t_{l} x_{i}^{(j)}\right)\right],  \tag{3.13}\\
& v_{N}\left(t_{l}\right)=v_{0}+\sqrt{v_{N}\left(t_{l}\right)} W_{2}\left(t_{l}\right)+t_{l} \sum_{j=1}^{P} \sum_{i=1}^{M}\left[k\left(\theta-v_{N}\left(t_{l} x_{i}^{(j)}\right)-\sigma\left(\sqrt{v_{N}\left(t_{l} x_{i}^{(j)}\right.}\right)\right)^{\prime} w_{2}\left(t_{l} x_{i}^{(j)}\right)\right], \tag{3.14}
\end{align*}
$$

a set of collocated points is considered as the equidistant point. $a$ is the beginning of the interval and h is the step length

$$
t_{l}=a+l h, \quad l=0,1, \ldots, N .
$$



Figure 1. The graph of the approximate solutions of Example 4.1 based on the proposed method (left) and the graph of the block pulse method [17] (right).


Figure 2. The graph of the approximate solutions of Example 4.2 based on the proposed method (left) and the graph of the block pulse method [17] (right).

## 4. Numerical examples

In this section, some numerical examples are presented to confirm the efficiency and accuracy of the proposed method. All computations were conducted using Maple software (2019) on a laptop with the following characteristics: 4 GB RAM, 2.10 GHz core i3, Intel (R), Pentium (R).
Example 4.1. Here, we consider Eq. (1.6) and determine the initial values and parameters as $\sigma=0.3, b=0.25$, $a=1, r=0.03$. In the article[17], the same example is solved with the given values. In Figure 1, we show five paths of the approximate solutions of Vasicek model based on the proposed method (left) and the graph solutions of the mentioned model based on the block pulse method (right).

Example 4.2. multiple paths of the solution of Cox-Ingersoll-Ross Eq. (1.7) are shown in Figure 2 with the following initial values and parameters, $\sigma=0.002, b=0.04, a=0.05, r=0.03$ (left). The same example is solved in the article [17], with the given values based on the block pulse method, five paths shown in Figure 2 (right).
Example 4.3. Here, the Heston model of Eqs. (1.1)-(1.2) is considered with the initial conditions of $S_{0}=0.5$ and $V_{0}=0.5$ The parameters are selected as $\theta=0.1, r=0.05, k=1, \sigma=0.1$. Five paths of approximate solutions for $S_{t}$ and $V_{t}$ are plotted in Figure 3 using spectral colocation method based on radial basis functions (left) and The same example is solved in the article [17], with the given values based on the block pulse method, five paths for $S_{t}$ and $V_{t}$ shown in Figure 3 (right).

Example 4.4. Consider the following general stock model [26]:

$$
\left\{\begin{array}{l}
d B(t)=\sin (t) B(t) d t, \quad B_{0}=1 \\
S(t)=\frac{1}{10}+\int_{0}^{t} \ln (1+s) S(s) d s+\int_{0}^{t} s S(s) d W(S) \quad s, t \in[0,0.8)
\end{array}\right.
$$



Figure 3. The graph of the approximate solutions of Example 4.3 based on the proposed method (left) and the graph of the block pulse method [17] (right).

Table 2. The absolute error of spectral collocation method based on radial basis functions with $\varphi(r)=\sqrt{r^{2}+c^{2}}$ for different $N$.

| $t$ | $N=2^{2}$ | $N=2^{3}$ | $N=2^{4}$ | $N=2^{5}$ | $N=2^{6}$ | $N=80$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | $2.10 \times 10^{-10}$ |
| 0.1 | $7.47 \times 10^{-5}$ | $1.26 \times 10^{-4}$ | $4.47 \times 10^{-5}$ | $1.81 \times 10^{-6}$ | $3.71 \times 10^{-8}$ | $2.09 \times 10^{-9}$ |
| 0.2 | $1.41 \times 10^{-4}$ | $1.31 \times 10^{-4}$ | $9.98 \times 10^{-6}$ | $2.27 \times 10^{-6}$ | $4.34 \times 10^{-8}$ | $1.90 \times 10^{-9}$ |
| 0.3 | $3.65 \times 10^{-4}$ | $1.15 \times 10^{-6}$ | $9.73 \times 10^{-6}$ | $2.35 \times 10^{-6}$ | $5.76 \times 10^{-8}$ | $1.40 \times 10^{-9}$ |
| 0.4 | $5.92 \times 10^{-4}$ | $7.12 \times 10^{-5}$ | $2.21 \times 10^{-5}$ | $7.69 \times 10^{-7}$ | $1.77 \times 10^{-7}$ | $1.00 \times 10^{-10}$ |
| 0.5 | $3.20 \times 10^{-5}$ | $5.99 \times 10^{-6}$ | $7.87 \times 10^{-7}$ | $4.82 \times 10^{-8}$ | $1.68 \times 10^{-8}$ | $2.27 \times 10^{-8}$ |
| 0.6 | $6.74 \times 10^{-4}$ | $7.61 \times 10^{-5}$ | $2.04 \times 10^{-5}$ | $2.88 \times 10^{-7}$ | $1.62 \times 10^{-6}$ | $7.00 \times 10^{-10}$ |
| 0.7 | $4.87 \times 10^{-4}$ | $1.67 \times 10^{-4}$ | $1.30 \times 10^{-5}$ | $1.47 \times 10^{-6}$ | $2.80 \times 10^{-6}$ | $4.49 \times 10^{-8}$ |
| 0.8 | $4.42 \times 10^{-4}$ | $1.76 \times 10^{-4}$ | $1.43 \times 10^{-5}$ | $1.21 \times 10^{-6}$ | $1.04 \times 10^{-6}$ | $2.39 \times 10^{-7}$ |
| cpu time(s) | 39.57 | 39.45 | 40.51 | 44.08 | 52.89 | 59.46 |

with the exact solution of $B(t)=e^{1-\cos (t)}, S(t)=\frac{1}{10} e^{(1+t) \ln (1+t)-t-\frac{t^{3}}{6}+\int_{0}^{t} s d W(s)}$ for $t \in[0,0.8)$. The spectral collocation method was presented in section 3 to solve General Stock model numerically. Note that $N$ is the number of collocation points, $P$ is the number of sub-intervals and $M$ is the number of points ( $M=4, P=10, c=0.01$ ). Tables 2,3 , and 4 show the error of the presented method in section 3 for different values of N in the interval of $[0,08]$ and Gussian, cubic and multiquadric radial basis functions. In addition, average error of this method is obtained for all three basis functions and different values of $N$. Then it is compared with that of block pulse functions [26]. The results are presented in Tables 5, 6, and 7. The results show that more exact approximations are obtained by increasing the $N$. The results were compared with those reported in [26] that indicated the accuracy and efficiency of the presented method. Numerical results have an acceptable accuracy with small $N$, and better accuracy can be obtained by increasing the $N$. Also, the reported cpu times show that the collocation spectral method based on the radial basis functions is fast and easy to implement.
Note 1: The concept of Block pulse functions was first introduced by Harmuth in the field of electrical engineering. Then it was used by many researchers in different fields. One of the objectives of using Block pulse functions is to find an appropriate approximation for solving differential and integro-differential equations. So, we introduce Block pulse functions, their characteristics and the related operational matrix in [26]. An m-tuple set of Block pulse functions on the interval $[0, T]$ is defined as follows

$$
\varphi_{i}= \begin{cases}1, & (i-1) h \leq t<i h, \quad i=1,2, \ldots, m, h=\frac{T}{m}, \\ 0, & \text { o.w, }\end{cases}
$$

TABLE 3. The absolute error of spectral collocation method based on radial basis functions with $\varphi(r)=r^{3}$ for different $N$.

| $t$ | $N=2^{2}$ | $N=2^{3}$ | $N=2^{4}$ | $N=2^{5}$ | $N=2^{6}$ | $N=80$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | $2.10 \times 10^{-3}$ | 0 | $1.99 \times 10^{-2}$ |
| 0.1 | $1.52 \times 10^{-3}$ | $5.15 \times 10^{-4}$ | $2.15 \times 10^{-4}$ | $4.85 \times 10^{-4}$ | $4.85 \times 10^{-4}$ | $2.29 \times 10^{-2}$ |
| 0.2 | $2.07 \times 10^{-4}$ | $8.93 \times 10^{-4}$ | $4.07 \times 10^{-4}$ | $1.79 \times 10^{-3}$ | $1.19 \times 10^{-2}$ | $2.55 \times 10^{-2}$ |
| 0.3 | $3.10 \times 10^{-4}$ | $4.90 \times 10^{-4}$ | $1.02 \times 10^{-5}$ | $6.90 \times 10^{-4}$ | $5.81 \times 10^{-3}$ | $2.28 \times 10^{-3}$ |
| 0.4 | $3.36 \times 10^{-4}$ | $2.64 \times 10^{-4}$ | $1.76 \times 10^{-4}$ | $5.34 \times 10^{-4}$ | $2.64 \times 10^{-3}$ | $5.62 \times 10^{-3}$ |
| 0.5 | $3.62 \times 10^{-4}$ | $2.38 \times 10^{-4}$ | $9.78 \times 10^{-5}$ | $1.48 \times 10^{-4}$ | $5.62 \times 10^{-4}$ | $1.76 \times 10^{-3}$ |
| 0.6 | $5.17 \times 10^{-4}$ | $1.83 \times 10^{-4}$ | $2.34 \times 10^{-4}$ | $1.41 \times 10^{-4}$ | $1.62 \times 10^{-3}$ | $5.90 \times 10^{-3}$ |
| 0.7 | $8.18 \times 10^{-4}$ | $1.32 \times 10^{-4}$ | $2.92 \times 10^{-4}$ | $3.93 \times 10^{-4}$ | $5.73 \times 10^{-4}$ | $7.75 \times 10^{-3}$ |
| 0.8 | $1.01 \times 10^{-3}$ | $2.36 \times 10^{-4}$ | $3.89 \times 10^{-4}$ | $8.70 \times 10^{-4}$ | $1.86 \times 10^{-2}$ | $3.73 \times 10^{-3}$ |
| cpu time(s) | 39.57 | 39.45 | 40.07 | 42.04 | 46.25 | 52.54 |

TABLE 4. The absolute error of spectral collocation method based on radial basis functions with $\varphi(r)=e^{-(c r)^{2}}$ for different $N$.

| $t$ | $N=2^{2}$ | $N=2^{3}$ | $N=2^{4}$ | $N=2^{5}$ | $N=2^{6}$ | $N=80$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $5.10 \times 10^{-3}$ | $2.00 \times 10^{-3}$ | $1.08 \times 10^{-2}$ | $3.00 \times 10^{-2}$ | $6.00 \times 10^{-4}$ |
| 0.1 | $5.15 \times 10^{-4}$ | $4.51 \times 10^{-3}$ | $1.25 \times 10^{-2}$ | $1.22 \times 10^{-2}$ | $9.52 \times 10^{-2}$ | $3.42 \times 10^{-3}$ |
| 0.2 | $1.11 \times 10^{-3}$ | $9.29 \times 10^{-3}$ | $5.11 \times 10^{-3}$ | $5.41 \times 10^{-3}$ | $2.19 \times 10^{-2}$ | $2.11 \times 10^{-3}$ |
| 0.3 | $8.10 \times 10^{-4}$ | $3.61 \times 10^{-3}$ | $1.88 \times 10^{-2}$ | $5.01 \times 10^{-3}$ | $1.41 \times 10^{-3}$ | $1.27 \times 10^{-3}$ |
| 0.4 | $6.36 \times 10^{-4}$ | $3.04 \times 10^{-3}$ | $4.64 \times 10^{-3}$ | $8.74 \times 10^{-3}$ | $2.26 \times 10^{-2}$ | $5.67 \times 10^{-4}$ |
| 0.5 | $4.38 \times 10^{-4}$ | $9.38 \times 10^{-4}$ | $5.62 \times 10^{-4}$ | $1.26 \times 10^{-2}$ | $4.14 \times 10^{-2}$ | $4.27 \times 10^{-4}$ |
| 0.6 | $3.83 \times 10^{-4}$ | $8.58 \times 10^{-3}$ | $1.56 \times 10^{-2}$ | $5.17 \times 10^{-4}$ | $1.64 \times 10^{-2}$ | $3.21 \times 10^{-4}$ |
| 0.7 | $1.27 \times 10^{-34}$ | $1.02 \times 10^{-2}$ | $7.28 \times 10^{-4}$ | $1.45 \times 10^{-2}$ | $2.27 \times 10^{-3}$ | $7.88 \times 10^{-4}$ |
| 0.8 | $2.39 \times 10^{-3}$ | $5.10 \times 10^{-3}$ | $3.70 \times 10^{-3}$ | $1.13 \times 10^{-2}$ | $3.39 \times 10^{-2}$ | $1.28 \times 10^{-3}$ |
| cpu time(s) | 39.43 | 39.63 | 40.56 | 44.80 | 56.23 | 66.23 |

TABLE 5. Comparison of absolute error of Block pulse method [26] and approach of Example 4.4.

| N | Block-pulse method[26] | our approach $\varphi(r)=\sqrt{r^{2}+c^{2}}$ |
| :---: | :---: | :---: |
| 4 | $1.50 \times 10^{-2}$ | $2.82 \times 10^{-4}$ |
| 8 | $2.60 \times 10^{-2}$ | $3.19 \times 10^{-4}$ |
| 16 | $3.56 \times 10^{-2}$ | $4.70 \times 10^{-5}$ |
| 32 | $5.52 \times 10^{-2}$ | $5.99 \times 10^{-6}$ |
| 64 | $9.67 \times 10^{-2}$ | $4.70 \times 10^{-7}$ |
| 80 | $1.12 \times 10^{-1}$ | $1.51 \times 10^{-7}$ |

TABLE 6. Comparison of absolute error of Block pulse method [26] and approach of Example 4.4.

| N | Block-pulse method[26] | our approach $\varphi(r)=r^{3}$ |
| :---: | :---: | :---: |
| 4 | $1.50 \times 10^{-2}$ | $7.50 \times 10^{-4}$ |
| 8 | $2.60 \times 10^{-2}$ | $1.26 \times 10^{-3}$ |
| 16 | $3.56 \times 10^{-2}$ | $3.48 \times 10^{-4}$ |
| 32 | $5.52 \times 10^{-2}$ | $2.55 \times 10^{-4}$ |
| 64 | $9.67 \times 10^{-2}$ | $1.03 \times 10^{-2}$ |
| 80 | $1.12 \times 10^{-1}$ | $4.27 \times 10^{-3}$ |

TABLE 7. Comparison of absolute error of Block pulse method [26] and approach of Example 4.4.

| N | Block-pulse method[26] | our approach $\varphi(r)=e^{-(c r)^{2}}$ |
| :---: | :---: | :---: |
| 4 | $1.50 \times 10^{-2}$ | $2.55 \times 10^{-4}$ |
| 8 | $2.60 \times 10^{-2}$ | $8.89 \times 10^{-3}$ |
| 16 | $3.56 \times 10^{-2}$ | $4.27 \times 10^{-3}$ |
| 32 | $5.52 \times 10^{-2}$ | $2.66 \times 10^{-3}$ |
| 64 | $9.67 \times 10^{-2}$ | $1.03 \times 10^{-2}$ |
| 80 | $1.12 \times 10^{-1}$ | $2.51 \times 10^{-1}$ |



Figure 4. The graph of the approximate and exact solution of Example 4.4 with function $\varphi(r)=$ $\sqrt{r^{2}+c^{2}}$ and $\mathrm{N}=12$.
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## 5. Conclusion

In this paper, an efficient and attractive computational method was presented for the numerical solution of Heston, Vasicek, Cox-Ingersoll-Ross, and General Stock models. The spectral collocation method based on radial basis functions was used to numerically solve these models. A number of examples were presented in this paper to verify


Figure 6. The graph of the approximate and exact solution of Example 4.4 with function $\varphi(r)=$ $e^{-(c r)^{2}}$ and $\mathrm{N}=12$.
the reliability and efficiency of the presented method. Furthermore, The graph of approximate and exact solution for $N=12$ and Gussian, cubic and multiquadric radial basis functions are illustrated in Figures 4, 5, and 6 The results showed that the proposed method is easy to implement and is a powerful tool to numerically solve the stochastic differential equations including the models mentioned in this paper. The presented graphs showed that it is easy to implement the proposed method. In addition, the comparisons made in Example 4.4 showed that the proposed method is better for multiquadric and cubic functions.
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