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Abstract

In this article, a numerical method is presented to solve Abel’s equations. In the given method, the solution

of the equation is found as a finite expansion of the shifted Legendre polynomials. To this end, the integral

and differential parts of the equation are converted to vector-matrix representations. Therefore, the equation is
converted to an algebraic system of the equations and by solving it, the solution of the equation is obtained.

Further, the numerical example is given to illustrate the method’s efficiency.
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1. Introduction

Modeling many problems in engineering and applied sciences are transformed to integral equations. Abel’s equations
are one of the integral equations which are directly derived from problems of physics [2, 5]. Various types of mathe-
matical methods are used to solve them. For example, the operational matrix of Bernstein’s polynomials, collocation
method, and Chebyshev wavelet methods are used to solve Abel’s equations [4, 6, 8, 12]. We solve Abel’s equation
with the shifted Legendre polynomials with suitable convergence. We use the properties of fractional calculators and
operational matrix [1, 7]. Some of the preliminaries and properties are expressed as follows. Section 2 lists the essential
theorems. In the section 3, the solving method and an example are presented.

Definition 1.1. ([3]) The Riemann–Liouville fractional integral operator of order α ∈ R+ is defined on L1[m,n] by

Iαmf(x) =
1

Γ(α)

∫ x

m

(x− s)α−1f(s)ds , m ≤ x ≤ n, (1.1)

where Γ(.) denotes the Gamma function.

Definition 1.2. ([3]) The Caputo differential operator of order α ∈ R+ is defined on L1[m,n] by

Dα
mf(x) =

1

Γ(ρ− α)

∫ x

m

(x− s)ρ−α−1f (ρ)(s)ds , m ≤ x ≤ n, ρ = dαe, (1.2)

where d.e denotes the ceiling function.

Example 1.3. ([3]) Consider f(x) = (x−m)ν for some ν > −1 and δ > 0. Then

Iαmf(x) =
Γ(ν + 1)

Γ(ν + 1 + α)
(x−m)ν+α ,

Dα
mf(x) =

Γ(ν + 1)

Γ(ν + 1− α)
(x−m)ν−α .

(1.3)
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Definition 1.4. ([9]) The shifted Legendre polynomials are defined as

φ(r) = [φ0(r), φ1(r), φ2(r), . . .], (1.4)

with

φi(r) =

i∑
k=0

(−1)i−kΓ(i+ k + 1)

Γ(k + 1)k!(i− k)!
rk, i = 0, 1, 2, . . . . (1.5)

We have φ(r) = ΦRr, which Φ is the Legendre coefficient matrix and Rr = [1, r, r2, . . .]T .

Definition 1.5. ([3]) Hypergeometric function is defined by

pFq

(
a1, a2, . . . , ap; b1, b2, . . . , bq; z

)
=

∞∑
n=0

(a1)n(a2)n . . . (ap)n
(b1)n(b2)n . . . (bq)n

.
zn

n!
, (1.6)

that (a)n = a(a+ 1)(a+ 2)...(a+ n− 1), n = 1, 2, ... and (a)0 = 1.

The parameters of the function must be such that the denominator of the fraction in the sentences of series not be
zero.

2. Operational matrices of the shifted Legendre polynomials

We obtain operational matrices related to the shifted Legendre polynomials for some types of Abel’s equations.

Theorem 2.1. Let φ(r) is the shifted Legendre polynomial vector and b ∈ (0, 1), then∫ r

0

φi(t)

(r − t)b
dt = Qφ(r), (2.1)

with

Q = ΦΓC,

where Γ is the diagonal matrix with array Γm,m =
Γ(1− b)Γ(m+ 1)

Γ(2− b+m)
, m = 0, 1, 2, ... and C is a matrix with array as

follows

cm,i =

i∑
k=0

(−1)i−kΓ(i+ k + 1)

Γ(k + 1)(i− k)!k!(k +m+ 2− b)
. (2.2)

Proof. ∫ r

0

φi(t)

(r − t)b
dt =

∫ r

0

ΦRt
(r − t)b

dt

= Φ

[ ∫ r

0

1

(r − t)b
dt,

∫ r

0

t

(r − t)b
dt,

∫ r

0

t2

(r − t)b
dt, ...,

∫ r

0

tm

(r − t)b
dt

]T
= Φ

[
Γ(1− b)Γ(1)

Γ(1− b+ 1)
r1−b,

Γ(1− b)Γ(2)

Γ(1− b+ 2)
r2−b, ...,

Γ(1− b)Γ(m+ 1)

Γ(2− b+m)
rm+1−b

]T
= ΦΓΠ,

(2.3)

that Π =
[
r1−b, r2−b, ..., rm+1−b]T . By approximation rm+1−b, we have

rm+1−b =

∞∑
i=0

cm,iφi(r) = CmΦRr, Cm = [cm,0, cm,1, cm,2, ...], (2.4)

therefore

Π =
[
C0ΦRr, C1ΦRr, C2ΦRr, ..., CmΦRr, ...

]T
= CΦRr, C = [C0, C1, C2, ...]

T , (2.5)
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with replace in (2.3) we will have∫ r

0

φi(t)

(r − t)b
dt = ΦΓCΦRr = QΦRr = Qφ(r), (2.6)

which cofficient cm,i is obtained with < rm+1−b, φi(r) > as follows

cm,i =

i∑
k=0

(−1)i−kΓ(i+ k + 1)

Γ(k + 1)(i− k)!k!(k +m+ 2− b)
. (2.7)

�

Theorem 2.2. Let φ(r) is the shifted Legendre polynomial vector, then∫ 1

r

φi(t)

(t− r)b
dt = Θφ(r), (2.8)

that Θ is a matrix to form

m∑
z=0

m!

z!(m− z)!(m− b− z + 1)
ΦCm. (2.9)

Proof. ∫ 1

r

φi(t)

(t− r)b
dt =

∫ 1

r

ΦRt
(t− r)b

dt

= Φ

[ ∫ 1

r

1

(t− r)b
dt,

∫ 1

r

t

(t− r)b
dt,

∫ 1

r

t2

(t− r)b
dt, ...,

∫ 1

r

tm

(t− r)b
dt

]T
.

(2.10)

We use variable substitution u = t− r, so∫ 1

r

tm

(t− r)b
dt =

∫ 1−r

0

(u+ r)mu−bdu =

∫ 1−r

0

m∑
z=0

m!

z!(m− z)!
um−z−brzdu =

m∑
z=0

m!

z!(m− z)!
rz

(1− r)m−b−z+1

m− b− z + 1
.

(2.11)

For approximation rz(1− r)m−b−z+1, we let

rz(1− r)m−b−z+1 =

N∑
i=0

cm,iφi(r) = CmΦRr, Cm = [cm,0, cm,1, cm,2, ...], (2.12)

then (2.11) is as follows∫ 1

r

tm

(t− r)b
dt =

m∑
z=0

m!

z!(m− z)!(m− b− z + 1)
CmΦRr, (2.13)

and ∫ 1

r

φi(t)

(t− r)b
dt = Φ

m∑
z=0

m!

z!(m− z)!(m− b− z + 1)
CmΦRr = ΘΦRr = Θφ(r). (2.14)

Cofficient cm,i is obtained with < rz(1− r)m−b−z+1, φi(r) > as follows

cm,i =

i∑
k=0

(−1)i−kΓ(i+ k + 1)Γ(z + k + 1)Γ(m− b− z + 2)

Γ(k + 1)(i− k)!k!Γ(k +m+ 3− b)
. (2.15)

�
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Theorem 2.3. Let φ(r) is the shifted Legendre polynomial vector and β > 0, then

Iβφi(r) = Λφ(r), (2.16)

that Λ is as follows

Λ =

i∑
k=0

j∑
l=0

(−1)i−k+j−lΓ(i+ k + 1)

(i− k)!k!Γ(β + k + 1)

Γ(j + l + 1)

Γ(l + 1)(j − l)!l!(β + k + l + 1)
. (2.17)

Proof. Due to Definition 1.1 and Example 1.3, we have

Iβφi(r) = Iβ
i∑

k=0

(−1)i−kΓ(i+ k + 1)

Γ(k + 1)(i− k)!k!
rk =

i∑
k=0

(−1)i−kΓ(i+ k + 1)

Γ(k + 1)(i− k)!k!
Iβrk =

i∑
k=0

(−1)i−kΓ(i+ k + 1)

(i− k)!k!Γ(β + k + 1)
rβ+k.

(2.18)

Let

rβ+k =

N∑
j=0

ci,jφj(r) = CΦRr, C = [ci,0, ci,1, ci,2, ....], (2.19)

using < rβ+k, φj(r) > coefficient ci,j is obtained as follows

ci,j =

j∑
l=0

(−1)j−lΓ(j + l + 1)

Γ(l + 1)(j − l)!l!(β + k + l + 1)
, (2.20)

therefore

Iβφi(r) =

i∑
k=0

(−1)i−kΓ(i+ k + 1)

(i− k)!k!Γ(β + k + 1)
CΦRr = ΛΦRr = Λφ(r),

Λ =

i∑
k=0

j∑
l=0

(−1)i−kΓ(i+ k + 1)

(i− k)!k!Γ(β + k + 1)

(−1)j−lΓ(j + l + 1)

Γ(l + 1)(j − l)!l!(β + k + l + 1)
.

(2.21)

�

3. Implementation of solving Abel’s equations

In modeling of some natural phenomena, Abel’s integral appears as follows [11],

s(y) = 2

∫ 1

y

(r2 − y2)(−b)ϕ(r)rdr, y ∈ [0, 1], b ∈ (0, 1). (3.1)

The other form of (3.1) is as follows

s(y) =

∫ 1

y

(r − y)(−b)Dβψ(r)dr, ψ(r) = ϕ(
√
r), (3.2)

with the initial condition ψ(0) = a, where a is a constant. Suppose

Dβψ(r) =

m∑
i=0

ciφi(r) = CTφ(r), (3.3)

ψ(0) = a = ATφ(r), (3.4)

s(y) = FTφ(y), (3.5)

that C and φ(r) are vectors as follows

φ(r) = [φ0(r), φ1(r), ..., φm(r)], C = [c0, c1, ..., cm], Ra = [1, a, a2, a3, ...], (3.6)
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which φi(r), i = 0, ...,m, is the shifted Legendre function of degree i that is given by (1.5). We have φ(r) = ΦRr that
Φ is Legendre coefficient matrix.
We obtain with integration (3.3)

ψ(r) = CT Iβφ(r) +ATφ(r), (3.7)

using (3.3) and (3.2) is obtained

FTφ(y) = CT
∫ 1

y

(r − y)(−b)φ(r)dr, (3.8)

and due to Theorem 2.2,∫ 1

y

(r − y)(−b)φ(r)dr = Θφ(r). (3.9)

So from (3.8) and (3.9) is obtained

FT = ΘCT , (3.10)

and with substitution in (3.7) is given

ψ(r) = (FTΘ−1Iβφ(r) +AT )φ(r), (3.11)

and thus the solution of (3.2) is obtained.

Example 3.1. ([10]) Let the first type of Abel’s integral as follows∫ 1

y

D
3
4ψ(r)

(r − y)
1
2

dr = I(y), 0 < y < 1, 0 ≤ r ≤ 1, with ψ(0) = 0, (3.12)

where

I(y) =
2

Γ( 9
4 )

[4

7
(1− y)

1
2 +

√
πy

7
4 Γ(− 7

4 )

Γ(− 5
4 )

+
20

21
2F1(−3

4
,

1

2
,

1

4
, y)
]
,

and the exact solution of Equation (3.12) is ψ(r) = r2.

The shifted Legendre polynomials for i = 6 of Example 3.1 is

φ(y) =


1

−1 + 2y
1− 6y + 6y2

−1 + 12y − 30y2 + 20y3

1− 20y + 90y2 − 140y3 + 70y4

−1 + 30y − 210y2 + 560y3 − 630y4 + 252y5

 .

For the right side of (3.12), we consider I(y) = FTφ(y), so

Fi =

∫ 1

0

I(y)φi(y)dy, (3.13)

and

FT =

[
1.286539 − 0.044836 − 0.226179 − 0.075085 − 0.027091 − 0.014647

]
.
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Due to Theorem 2.2

Θ =


1.333333 −0.461880 −0.085184 −0.033596 −0.017316 −0.010308
0.461880 0.571428 −0.344265 −0.079351 −0.035529 −0.019895
−0.085183 0.344265 0.432900 −0.283162 −0.069695 −0.032811
0.033596 −0.079351 0.283162 0.363636 −0.245819 −0.062378
−0.017316 0.035529 −0.069695 0.245819 0.319891 −0.220107
0.010308 −0.019894 0.032811 −0.062378 0.220107 0.288983

 ,
and according to Theorem 2.3

Λ =


0.621751 0.293701 −0.025277 0.007871 −0.003492 0.001858
−0.293701 0.124350 0.172825 −0.020271 0.007442 −0.003667
−0.025277 −0.172825 0.081098 0.127109 −0.016272 0.006373
−0.007871 −0.020271 −0.127108 0.062262 0.102321 −0.013645
−0.003492 −0.007442 −0.016272 −0.102321 0.051315 0.0865047
−0.001858 −0.003667 −0.006374 −0.013645 −0.086504 0.044036

 ,
and by setting in (3.11), we obtain

ψ(r) = 0.01269042457 + 0.2556851715r − 0.6659055728r2 + 4.304544937r3 − 4.761160033r4 + 1.879229689r5,

that is the approximate solution of Equation (3.12).

Conclusion

We know that using orthogonal polynomials bases in approximating functions creates a sparse matrix. In this work,
we apply the shifted Legendre polynomials to solve Abel’s integral equation with fractional operators. This method
gives the desired accuracy of the equation solution.
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