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Abstract  Feature selection (FS) is served in almost all data mining applications along with some benefits such as reducing 

the computation and storage cost. Most of the current feature selection algorithms just work in a centralized manner. 

However, this process does not apply to high dimensional datasets, effectively. In this paper, we propose a distributed 

version of Minimum Redundancy Maximum Relevance (mRMR) algorithm. The proposed algorithm acts in six steps to 

solve the problem. It distributes datasets horizontally into subsets, selects and eliminates redundant features, and finally 

merges the subsets into a single set. We evaluate the performance of the proposed method using different datasets. The 

results prove that the suggested method can improve classification accuracy and reduce the runtime. 
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1. Introduction 

 In many learning issues, lots of potential features can be 

involved in identifying an instance. Most learning 

methods when using a statistical viewpoint for the 

identification and classification of instances will lose their 

performance. Data may accompany irrelevant and 

redundant features [1, 2, 3]. Therefore, selecting a subset 

of features is considering a minimum number of features 

that are necessary and sufficient for output identification. 

Deciding which features must be kept and which ones 

must be eliminated are done by reliable methods that can 

predict effectively the relevance rate between features and 

output class [4, 5]. 

Researchers generally divide feature selection methods 

into three categories: 

Filter methods: filter approaches are divided into two 

different groups: univariate approaches and multivariate 

approaches. In the univariate approaches, features are 

evaluated independently from other features by 

considering their relevance degree to the classes. 

However, approaches based on multivariate evaluation 

consider features’ redundancy together with their 

relevance to the classes. Features that may have similar 

ranks are eliminated as redundant cases. Redundancy 

examination among the features needs more calculation 

time and improves the classification accuracy [6, 7]. 

Wrapper methods: in these methods, feature sets are 

selected utilizing a classifier that evaluates the possible 

subsets of features. Consequently, the best subset with the 

highest classification accuracy is selected [8, 9, 10]. 

Embedded methods: These methods benefit from the 

advantages of both previous methods employing different 

evaluation criteria of them. In embedded  

 

methods, searching for an optimal feature set is done 

during the training of the classifier [11, 12]. Usually, the 

feature selection methods are used in a centralized way 

[8]. Authors of [13] propose three local search methods 

called local search, stochastic local search and variable 

neighborhood search for feature selection in credit scoring 

of finance and banking. Then, they merge the search 

methods with a Support Vector Machine (SVM) classifier 

separately to examine accuracy performance. Authors of 

[14] propose a two-step method called Filter-Wrapper 

Hybrid Method (FWHM). In the first step, datasets are 

scored by six different methods of univariate filters to 

reduce relevance related to each criterion. In the second 

step, some random search strategies such as genetic 

algorithm and particle swarm optimization have been 

used as a wrapper method. The average ranking yielded 

from the first step has been considered to generate the 

preliminary population. Features with higher ranks have 

more opportunity to be selected. In [15], authors use 

Support Vector Machine Recursive Feature Elimination 

(SVM-RFE) to select genes. This method increases 

classification accuracy in diagnosing cancer genes. Paper 
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[16] introduces a hierarchical feature selection method in 

single-layer neural networks to prune redundant and noisy 

features. Authors of [6] rank features and evaluate them 

separately using two different filter methods called fisher 

ratio and Minimum Redundancy Maximum Relevance 

(MRMR). Then, they select the common selected features 

between these two methods as the best features. 

Subsequently, using the SVM-RFE method, the authors 

examine features other than those obtained previously. 

Finally, they use a collection of obtained features in the 

past steps as selected features. 

However, in recent years, as of applying huge data and 

their distribution in different locations, using distributed 

feature selection is necessary [2, 8, 11, 12, 17]. Massive 

data cannot be stored in common memories. Therefore, 

researchers develop many distributed methods instead of 

centralized ones. These distributed methods need data 

distributing approaches too. Major techniques for 

partitioning and distributing data are horizontal or vertical. 

In horizontal distribution, data are divided into several 

partitions, which have all features and each of which 

includes a subset of instances. In vertical distribution, data 

are divided into partitions with all instances; each of them 

has a subset of features [17]. 

After running a given feature selection algorithm on 

partitions, the selected features in the partitions must be 

merged and make a single set. So, several merging 

methods have been proposed. In [1, 2], the authors 

calculate the classification accuracy of the first selected 

feature subset. They consider this value as a baseline. 

Then, the classification accuracy of other subsets of the 

remaining features is calculated separately. If they 

improve the baseline veracity, they will also be part of the 

final selection. In [2, 12, 17], authors determine a 

threshold using complexity measure. Its logic is based on 

the fact that the features which are considered as a good 

candidate cause complexity reduction and must be kept; 

while those which are bad candidates must be removed. 

This method is independent of the classifier and causes 

calculation time reduction for the threshold. Authors in 

[11, 18] use classification error and percentage of 

remaining features for calculating the threshold. Both 

amounts must be minimized as much as possible. The 

features’ amounts are determined per feature that may 

receive an omission label in each subset. The minimum 

amount is considered as the threshold. The features which 

have more omission labels than the threshold are 

eliminated. 

In this paper, we propose a distributed version of the 

MRMR feature selection approach, called DMRMR. In 

MRMR, feature selection is performed based on 

maximum relevance to class and minimum redundancy 

among the features. The suggested method includes six 

steps. In the first step, after determining training and test 

data, training data is distributed horizontally. All subsets 

have the same number of features. In the second step, each 

subset of features is scored using MRMR feature selection. 

During this process, candidate features for elimination 

receive a vote. A total number of votes for each feature 

among all subsets are calculated in the third step and the 

features with votes higher than a threshold would be 

removed in the fourth step. Finally, all edited subsets 

merges in a single set in the fifth step and passed to the 

classifiers for performance evaluation in the final step. 

We implement and test the performance of the proposed 

DMRMR and some other centralized and distributed 

competitor algorithms in Matlab software. 

The rest of the article is organized as follows: Section 2 

explains the MRMR algorithm. The DMRMR is 

presented in section 3. Section 4 consists of experimental 

results and discussion and finally, section 5 presents the 

conclusion and further studies. Most learning methods 

when using a statistical viewpoint for the identification 

and classification of instances will lose their performance. 

Data may accompany irrelevant and redundant features [1, 

2, 3]. Therefore, selecting a subset of features is 

considering a minimum number of features that are 

necessary and sufficient for output identification. 

Deciding which features must be kept and which ones 

must be eliminated are done by reliable methods that can 

predict effectively the relevance rate between features and 

output class [4, 5]. 

Researchers generally divide feature selection methods 

into three categories: 

Filter methods: filter approaches are divided into two 

different groups: univariate approaches and multivariate 

approaches. In the univariate approaches, features are 

evaluated independently from other features by 

considering their relevance degree to the classes. 

However, approaches based on multivariate evaluation 

consider features’ redundancy together with their 

relevance to the classes. Features that may have similar 

ranks are eliminated as redundant cases. A redundancy 

examination among the features needs more calculation 

time and improves the classification accuracy [6, 7]. 

Wrapper methods: in these methods, feature sets are 

selected utilizing a classifier that evaluates the possible 

subsets of features. Consequently, the best subset with the 

highest classification accuracy is selected [8, 9, 10]. 

Embedded methods: These methods benefit from the 

advantages of both previous methods employing different 

evaluation criteria. In embedded methods, searching for 

an optimal feature set is done during the training of the 

classifier [11, 12]. 

A feature selection approach is scalable when it performs 

efficiently in large datasets. Among the different feature 

selection methods, the filters only rely on general 

characteristics of the data, and not on the learning 

machines; therefore, they are faster, and more suitable for 

large data sets [13]. As [14] shows, the performance of the 

mRMR method does not decreases when the amount of 

data increased. The mRMR scales quadratically with the 

number of features and grows linearly concerning the 

sample size [15]. Although, mRMR does not include 

conditional redundancy in its computations and hence it 

has been criticized for that, [16] shows the mRMR has 

good performance and this lack is not important in many 

problems. 

To answer the big data-handling problem, in this paper, 

we propose a distributed version of the mRMR feature 

selection approach, called DmRMR. In mRMR, feature 

selection is performed based on maximum relevance to 

class and minimum redundancy among the features. The 

suggested method includes six steps. Firstly, after 

determining training and test data, the training data is 

distributed horizontally. All subsets have the same 
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number of features. Then, each subset of features is scored 

using the mRMR feature selection. During this process, 

candidate features for elimination receive a vote. In the 

following, a total number of votes for each feature among 

all subsets are calculated and the features with votes 

higher than a threshold would be removed. Finally, all 

edited subsets merges in a single set and passed to the 

classifiers for performance evaluation. We implement and 

test the performance of the proposed DmRMR and some 

other centralized and distributed competitor algorithms in 

Matlab software. The comparisons show the advantages 

of the method in terms of accuracy and time complexity. 

The rest of the article is organized as follows: a review of 

the proposed feature selection is presented in section 2.  

Section 3 explains the mRMR algorithm. The DmRMR is 

presented in section 4. Section 5 consists of experimental 

results and discussion and finally, section 6 presents the 

conclusion and further studies. 

 

2. Background Review 

 Usually, the feature selection methods are used in a 

centralized way [8]. Authors of [17] propose three local 

search methods called local search, stochastic local search, 

and variable neighborhood search for feature selection in 

credit scoring of finance and banking. Then, they merge 

the search methods with a Support Vector Machine (SVM) 

classifier separately to examine accuracy performance. 

Authors of [18] propose a two-step method called Filter-

Wrapper Hybrid Method (FWHM). In the first step, 

datasets are scored by six different methods of univariate 

filters to reduce relevance related to each criterion. In the 

second step, some random search strategies such as 

genetic algorithm and particle swarm optimization have 

been used as a wrapper method. The average ranking 

yielded from the first step has been considered to generate 

the preliminary population. Features with higher ranks 

have more opportunity to be selected. In [19], authors use 

Support Vector Machine Recursive Feature Elimination 

(SVM-RFE) to select genes. This method increases 

classification accuracy in diagnosing cancer genes. Paper 

[20] introduces a hierarchical feature selection method in 

single-layer neural networks to prune redundant and noisy 

features.  

Authors of [6] rank features and evaluate them separately 

using two different filter methods called fisher ratio and 

mRMR. Then, they select the commonly selected features 

between these two methods as the best features. 

Subsequently, using the SVM-RFE method, the authors 

examine features other than those obtained previously. 

Finally, they use a collection of obtained features in the 

past steps as selected features. Paper [21] introduces a 

combination of mRMR feature selection and machine 

learning models for the diagnosis of pneumonia. The 

convolutional neural network is employed as a feature 

extractor, and some of the existing convolutional neural 

network models that are AlexNet, VGG-16, and VGG-19 

were utilized to realize this specific task. Then, the 

number of deep features is reduced by using the minimum 

redundancy maximum relevance algorithm for each deep 

model.  

Authors of [22] propose a classifier subset selection 

method based on the mRMR method and diversity 

measures are proposed for building an efficient classifier 

ensemble. The disagreement and Q-statistic measures are 

calculated to estimate the diversity among the members. 

Furthermore, the authors use relevance as a means to 

determine the accuracy of the ensemble and its members. 

Paper [23] introduces a computer-based system as a 

support to gastrointestinal polyp detection. It can detect 

and classify gastrointestinal polyps from the endoscopic 

video. Colour wavelet features and convolutional neural 

network features of endoscopic video frames are extracted. 

They use mRMR to scale down the feature vector. Instead 

of using a single classifier, Bootstrap Aggregating an 

ensemble classifier is used. 

In [24], due to the excellent performance of the forward 

feature selection method for an effective selection of 

features, the initial subset of this method has been selected 

by using a combination of high ranking features in 

different Filter methods. 

A hybrid method for multi-label feature selection 

problems based on combing filter and wrapper methods is 

proposed in [25], where meta-heuristic algorithms are 

employed as the wrapper method. 

In recent years, as of applying huge data and their 

distribution in different locations, using distributed 

feature selection is necessary [2, 8, 11, 12, 26]. Massive 

data cannot be stored in common memories. Therefore, 

researchers develop many distributed methods instead of 

centralized ones. These distributed methods need data 

distributing approaches too. Major techniques for 

partitioning and distributing data are horizontal or vertical. 

In horizontal distribution, data are divided into several 

partitions, which have all features, and each of which 

includes a subset of instances. In vertical distribution, data 

are divided into partitions with all instances; each of them 

has a subset of features [26]. 

After running a given feature selection algorithm on 

partitions, the selected features in the partitions must be 

merged and make a single set. So, several merging 

methods have been proposed. In [1, 2], the authors 

calculate the classification accuracy of the first selected 

feature subset. They consider this value as a baseline. 

Then, the classification accuracy of other subsets of the 

remaining features is calculated separately. If they 

improve the baseline veracity, they will also be part of the 

final selection. In [2, 12, 26], authors determine a 

threshold using complexity measure. Its logic is based on 

the fact that the features which are considered as a good 

candidate cause complexity reduction and must be kept; 

while those which are bad candidates must be removed. 

This method is independent of the classifier and causes 

calculation time reduction for the threshold. Authors in 

[11, 27] use classification error and percentage of 

remaining features for calculating the threshold. Both 

amounts must be minimized as much as possible. The 

features’ amounts are determined per feature that may 

receive an omission label in each subset. The minimum 

amount is considered as the threshold. The features which 

have more omission labels than the threshold are 

eliminated. 

 

3. Minimum Redundancy Maximum Relevance  

MRMR method maximizes the relevance between 

features and the class and minimizes the redundancy 

among the selected features simultaneously [6]. This 
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method uses mutual information for analyzing relevance 

and redundancy. Maximum relevance is obtained by 

calculating the maximum average amount of all mutual 

information among all current features and the class 

vector. Minimum redundancy is examined by calculating 

the minimum average amount of all mutual information 

among feature vectors. Assume that MaxD shows 

maximum relevance and MinR shows minimum 

redundancy. To reach the optimal subset of features, 

MaxD and MinR can be merged using one of the two 

methods of Mutual Information Difference (MID) or 

Mutual Information Quotient (MIQ) [28, 29] as follows: 

 MID Max MaxD MinR   (1) 

 /MIQ Max MaxD MinR  (2) 

Finally, the feature, which has the least value of MID or 

MIQ, is selected for elimination in the feature selection 

process. Figure 1 summarizes how the mRMR works. 
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Fig1. MRMR at a glance 

 

4. The Proposed method 

In In datasets with many samples, using centralized 

methods to examine relevant features and omitting 

redundant features is time-consuming and not suitable. 

Also, distribution in many cases causes classification 

accuracy improvement. To overcome this issue, here, we 

propose a distributed version of the mRMR multivariate 

feature selection method. As discussed in section 3, the 

mRMR is a well-known high-performance centralized 

feature selection. However, it cannot be omitted in a 

distributed manner for large-scale datasets. 

The proposed method has six steps. The first step includes 

the horizontal distribution of training datasets in several 

subsets. In the second step, we use the mRMR feature 

selection in each feature subset to calculate maximum 

relevance and minimum redundancy. Then, the features 

with maximum relevance and minimum redundancy are 

merged and scored through MID and/or MIQ. In the third 

step, in each subset, each feature with a lower score gives 

an omission label. In the fourth step, voting is done among 

the features with omission label in each subset. The 

features with more votes than the threshold are eliminated. 

In the fifth step, the subsets of the selected features are 

merged in a final subset. Finally, classification 

performance is examined on the final subset of selected 

features. Figure 2 shows the overall layout of the proposed 

method. 

 
4.1. Details of DMRMR 

In this section, we describe the details of DmRMR. 

During the first step of the proposed method, the training 

dataset (D) with n features, s samples, and m different 

class labels is divided horizontally into k non-empty 

separate subsets (Di) without replacement.The value of K 

is selected randomly. Di is defined as follows:  

 

where F is a non-empty and limited set of n features and 

C is a non-empty and limited set of m different classes. 

 
Fig2. The overall layout of the proposed method 

Using Horizontal distribution, each subset has a full set of 

features of the original dataset. During the distribution, all 

subsets have similar sizes. 

In each subset Di, to calculate the relevance of the feature 

fi to class set C using the mRMR feature selection method, 

we use the following equation: 

   
1

, ,
i

i Dii

D i

f FD

MaxD F C I f C
F 

   
(4) 

 

where I(X,Y) is the mutual information between two X and 

Y. More dependency between X and Y causes a higher 

amount of mutual information between them. Generally, 

the mutual information between two variables X and Y, 

with probability density functions p(x), p(y), and p(x, y) is 

obtained as follows: 

   
 

   

,
, , log

y Y x X

p x y
I x y p x y

p x p y 

 
   

 
  (5) 

Feature fi would be selected if I(fi, C) has the highest value 

within the class C. This procedure shows the maximum 

relevance of feature fi to class C. According to Equation 

(4), all values of mutual information between the separate 

feature fi and class C will be obtained. Following the 

approaches in [6-7, 30-32], we select features with the 

highest relevance to class. 

To minimize redundancy in the mRMR method, we can 

obtain mutual information between features as follows: 

   2
,

1
,

i

i j Di
i

D i j

f f F
D

MinR F I f f
F 

 
 

(6) 

To reach optimal features through maximum relevance 

and minimum redundancy, we have: 

 arg min ,MID MIQ   (7) 

 
i iD D

F F    (8) 

 
i iD D

LCR LCR    (9) 

Horizontal distribution of training dataset in 
several subsets

Apply MRMR feature selection 
on each subset

Add omission label to each 
feature with lower score

Vote eliminated features 
of each subset

Merge the selected 
features’ subsets

Examine Performance 
of classifier 

      1 2 1 2, , , , , , , , , ,i i k k n mD f c f F c C F f f f C c c c      (3) 
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The features with the lowest ranks are candidates for 

elimination from the final feature set. They are removed 

from the feature set of the subset and added to the list of 

candidates for removing of the subset. 

After finishing the distributed candidate selection process 

in all subsets, in the next step, the candidate features for 

removing in all subsets are voted, one vote per candidate. 

The features with votes more than a specific threshold 

would be removed permanently from all subsets. To find 

this threshold, we follow the strategy of [33]. This 

strategy is based on complexity measures. To do this, we 

first define two new parameters as follows: 

2


    (10) 

2


    (11) 

Here, μ is the average of votes and σ standard deviation 

of votes. Then we run a loop with a counter between φ and 

Φ. In the ith round of the loop, we select a subset Fc of all 

features with the number of votes less than the counter 

value. Then, we compute the inverse of the Fisher ratio f 

using only features in the Fc subset over the training 

dataset, based in Equation 2 in Ref. [33]. After that, we 

compute the following cost function for the Fc in the ith 

round: 

   1
cF

i f
m

      (12) 

where α is a weight factor equals to 0.75 as suggested in 

[33], giving more influence to to the classification error 

and |Fc| is the number of features in the subset Fc.  

After the end of the loop, the minimum value in ϑ is 

selected as threshold Tr. Those features with votes more 

than the threshold Tr would be eliminated permanently. 

The pruned subsets are collected in a final set using a 

merge function. Finally, classification performance is 

examined using the final train and test datasets. Algorithm 

1 shows the pseudo-code of the DmRMR algorithm. 

 

Algorithm 1 Pseudo-code of DMRMR 

 

Input: 

  - D(m×s): Dataset with m samples and s features 

  - D(m1×s): Train Dataset  

  - D(m2×s): Test Dataset 

  - V: Vector of votes for Removing Features,    Initialize 

the V to 0 

Output:  

  - FS: Subset of Final Selected Features  

Compute: 

  1. Horizontal partition the train data into k non-empty 

and limited subsets Di 

  2. For each Di subset 

      a. MaxD(F, C) =
1

|𝐹|
∑ I(𝑓𝑖, 𝐶)

𝑛

𝑓𝑖𝜖𝐹
 

      b. MinR(F) = 
1

|𝐹| 2
∑ 𝐼(𝑓𝑖, 𝑓𝑗)

𝑛

𝑓𝑖𝑓𝑗 𝜖𝐹
 

       c. MID: max(MaxD(F,C) – MinR(F)) 

       d. MIQ: max(MaxD(F,c) / MinR(F)) 

       d. λ = arg min {MID or MIQ} 

       e. F = F – {λ} 

        f. LCR = LCR + {λ} 

3. Calculate total votes for each feature among all subsets  

4. Remove features with votes more than Tr threshold 

permanently 

5. Merge all edited subsets  

6. Obtaining accuracy usin  

 

5. Performance Evaluation 

In this section, first, we explain the experimental setup. 

Then, we evaluate the results of the suggested method in 

terms of classification accuracy, time complexity, and the 

number of features. All experiments have been run on a 

PC with Intel(R) Core i7-2670QM CPU with 2.2 GHz 

frequency and 8 GB RAM using MATLAB R2013 

software on Windows 7 platform. Also, we have used six 

datasets to evaluate the suggested method (see table 1). 

The instances in each dataset are divided into two training 

and test sets. Normally, for each dataset, this division is 

considered as 
2

3
 training dataset and 

1

3
 test dataset.  

Table 1. Characteristics of used Dataset [25] 

# 

Classes 

# 

Features 

# Samples 
Dataset 

Test Training 

2 72 845 1691 Ozone 

2 500 800 1600 Madelon 

2 57 1534 3067 Spambase 

3 42 22519 45038 Connect4 

2 22 89 178 Spect 

26 617 2599 5198 Isolet 

We compare the DmRMR with Information Gain, ReliefF, 

and SVM-RFE feature selection strategies. 

Information Gain: The IG is one of the most common 

univariate methods based on filters for evaluating the 

features. This method scores and ranks the relevance of 

each feature with a class based on Information Gain. Then, 

it selects a determined number of features with higher 

ranks using a threshold [35]. 

ReliefF: This method is developed based on the Relief 

algorithm. It is capable to deal with noisy, incomplete, and 

multi-class data [36]. Instead of finding n instances of 

nearest hit and nearest miss, the ReliefF selects n 

instances from each class. The share of each non-

classmate in weighting is calculated based on its previous 

probabilities. Noise in a class or the amount of a feature 

affects selecting the nearest hit and the nearest miss 

significantly. To select the nearest hit and the nearest miss 

more carefully, the ReliefF algorithm uses n nearest hit 

and the nearest miss. The average share of each one is 

considered in estimating the quality of each feature [37]. 

SVM-RFE: The SVM-RFE has been introduced by 

Guyon et al. [38] as a feature selection method. In this 

method, the features are eliminated recursively. In each 

step, the features’ weight is calculated by a support vector. 

Each of them is given one score. The feature with the 

minimum score will be eliminated [28]. This process will 

be repeated until all features are eliminated. In the end, we 

have a ranked list of features. Feature selection can be 

obtained by selecting a group of superior features. 

 

5.1. Classification Accuracy 
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In this section, we compare the obtained classification 

accuracy by K-Nearest Neighbor (KNN), Naïve Bayes 

(NB), and SVM, on the obtained results of DmRMR, IG, 

ReliefF, and SVM-RFE. These classifiers are commonly 

used for evaluating many feature selection algorithms, e.g. 

in [1, 2, 8, 11, 12, 19, 26, 34]. 

SVM classifiers were originally designed for solving a 

binary classification problem. There are some methods for 

solving a multi-class problem such as One-against-One 

(OaO), One-against-All (OaA) [39,40], or Directed 

Acyclic Graph (DAG) [41] and approaches based on 

building a binary decision tree [42,43]. 

 
 

Table 2. Accuracy results 

 
 

 

In this paper, we use an SVM classifier, utilizing the 

hierarchy binary decision tree for solving multiclass 

problems. 

We present the results of two different implementation 

strategies for each feature selection method: the 

distributed implementation, shown by prefix D at the 

beginning of the method names in the tables, and the 

centralized implementation, shown by prefix C at the 

beginning of the method names in the tables. For 

performance evaluation, we have implemented the 

proposed distributed versions of IG and ReliefF based on 

the proposed strategy in [2] and distributed version of 

SVM-RFE based on the proposed method in [44]. 

Table 2 shows the results of classification accuracy. The 

obtained results are variable because of the relevance to 

datasets and classifier kind. The best-reported results for 

each dataset have been shown as highlighted. In the last 

column of the table, the results of classification accuracy 

have been calculated without using feature selection 

algorithms. Also, the last row of the table includes the 

average results. It can be seen that among the results of 

classification accuracy, with or without using centralized 

or distributed feature selection algorithms, in half of the 

datasets, the best accuracy with the KNN is related to the 

DmRMR method. In the average row, still, we can see that 

DmRMR achieves the best results. It is interesting that in 

this row, in all cases, the distributed feature selection 

algorithms act better than their centralized versions. 

In the SVM classifier, although DmRMR could not 

achieve the best results in most cases, it has the best 

performance in the average row. Also, we can see that, on 

average, the SVM classifier receives the best accuracy 

results. However, we can see the worst results in the NB. 

Even in the centralized form, if we do not use feature 

selection, the NB acts more accurately than using feature 

selection strategies. On average, distributed SVM-RFE 

followed by DmRMR has the best performance results 

using the NB.  

Figure 3 shows the differences between the achieved 

results in different classifiers. As this figure shows, the 

DmRMR achieves the best results in mean accuracy 

compared with the other feature selection methods in a 

distributed state with KNN and SVM. Also, mostly, mean 

classification accuracy in the different classifiers in a 

distributed state has improved comparing a centralized 

state in all tested feature selection methods. Only, SVM-

RFE with IG is the exception in this case.  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig3. Mean accuracy of different classifiers 

 
The results of the study were compared with the related 

studies as shown in Table3. Different methods have been 

implemented using the same dataset. The average of 

Classification Accuracy results have been compared for 

every classifer. As can be seen in this table, our proposed 

algorithm reaches the best results. In this table, Ref. [11] 

does not prepare the accuracy results of IG and ReliefF 

methods with the KNN classifier. So, their values are 

missing in the table. 
 

5.2. Runtime Result 

Table 4 shows the runtime of feature selection algorithms 

in two distributed state and centralized state. The time 

showed in this table is the maximum time needed for the 
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feature selection algorithm on each subset that has been 

made in the division stage; because in a distributed 

approach, all datasets can be processed at the same time. 

Table 3: Comparison Results with Related works 

 

In this experiment, all the subsets were processed in a 

machine; however, the suggested algorithm can be run on 

several processors. 

As can be seen in Table 3, the required runtime on all 

datasets using distributed methods rather than centralized 

ones has decreased. The minimum runtime in the 

distributed state is related to the Spect dataset with the 

ReliefF feature selection method. This dataset has the 

minimum number of features and instances comparing the 

others. Among the other datasets, the minimum 

distributed runtime is related to SVM-RFE feature 

selection. Also, the average runtime in both distributed 

and centralized states is reported in the table. According 

to this, the maximum difference between centralized and 

distributed runtime is related to the suggested method, 

decrease from 1826.217 seconds in centralized mode to 

61.762 seconds in distributed mode. The results of this 

table show that mRMR is the most time-consuming 

feature selection strategy. On the other hand, SVM-RFE 

is the fastest method. For more clarification, we divide 

runtime in different cases into runtimes of SVM-RFE (in 

both centralized and distributed states). The result is 

interesting. Distribution in IG is not effective. Its effect on 

ReliefF is low. In contrast, the structure of mRMR has 

good potentials for parallelization. 

 

5.3. Number of Features 

Table 5 reports the number of selected features in two 

states of distributed (D) and centralized (C) using four 

different feature selection methods. In all states, the 

threshold 25 percent has been used for eliminating the 

features.  

 As you can see, in most datasets, the number of selected 

features by centralized approaches is more than the 

distributed state. In cases that classification accuracy in a 

centralized state is more than a distributed one, it can be 

concluded that no significant decrease occurred for 

classification accuracy through data distribution. 

 

 

Table 4. Runtime results (in second) 

 

 

Table 5. Number of selected features 

Isolet Connect4 Spambase Spect Madelon Ozone  FS Method 

617 42 57 22 500 72  Full Set 
226 

124 

30 

32 

42 

29 

21 

16 

185 

52 

55 

31 

C 

D 
mRMR 

226 

102 

30 

33 

42 

30 

16 

7 

175 

40 

41 

16 

C 

D 
SVM-RFE 

226 

168 

30 

30 

42 

37 

16 

10 

175 

155 

41 

37 
C 

D 
IG 

226 

175 

30 

34 

42 

21 

16 

10 

174 

68 

40 

17 

C 

D 
ReliefF 

 

The maximum decrease in the number of features in the 

distributed state is related to Madelon and Isolet datasets 

in which not only their classification accuracies have not 

decreased, but also they improved. Because the removal 

of noise data improves the final classification result. 
 

Algorithm Classifier 
Classification 

Accuracy 

IG[2] 

IG[11] 

IG[12] 

IG[44] 

KNN,NB,SVM 

KNN ,NB,SVM 

KNN,NB,SVM 

KNN,NB,SVM 

75.47,68.58, 77.87 

- , 73.15, 77.86 

67.5,70.5,75.5 

73.25, 56.82,73.13 

ReliefF [2] 

ReliefF [11] 

ReliefF [12] 

ReliefF [44] 

KNN,NB,SVM 

NB,SVM 

KNN,NB,SVM 

KNN,NB,SVM 

75.57,69.03,78.42 

68.25,78.51 

74.0,70.0,75.0 

70.99, 56.98,75.17 

SVM-RFE 

[44] 
KNN,NB,SVM 74.03,54.22,78.30 

Proposed 

method 

KNN,NB,SVM 

 
77.64, 71.31,82.24 

% of 

Improvement 
Average Isolet Connect4 Spambase Spect Madelon Ozone  

FS 

Method 

256.64 

102.94 

1826.217 

61.762 

5700.237 

164.64 

1565.512 

62.820 

18.917 

13.052 

0.646 

0.288 

3631.541 

98.21 

40.450 

31.561 

C 

D 
mRMR 

1 

1 

7.121 

0.600 

9.146 

0.947 

12.250 

0.828 

8.962 

0.645 

0.680 

0.224 

6.960 

0.712 

4.728 

 0.245 

C 

D 

SVM-

RFE 

1.55 

11.82 

11.018 

7.089 

30.742 

20.05 

7.847 

2.183 

3.077 

2.737 

0.316 

0.096 

22.008 

16.037 

2.116 

1.429 

C 

D 
IG 

51.36 

41.37 

365.720 

25.036 

603.497 

123.17 

1502.104 

8.195 

15.920 

2.712 

0.711 

0.024 

61.802 

15.310 

10.284 

0.805 

C 

D 
ReliefF 



Tabriz Journal of Electrical Engineering (TJEE), vol. 51, no. 2, Summer 2021                                                                                               Serial no. 96 

292 

 

6. Conclusion 

In this article, we present a distributed version of the 

mRMR feature selection algorithm, called DmRMR. The 

proposed DmRMR algorithm distributes datasets 

horizontally, does a feature selection process on each 

subset, and merges the results in a subset. We evaluate the 

suggested method using six datasets in terms of 

classification accuracy, time complexity, and number of 

features. The results show that in most tested datasets, 

classification accuracy has improved. The runtime of the 

suggested feature selection process in the distributed state 

has decreased compared with the centralized state. Also, 

the reduction of feature number did not cause the 

reduction of classification accuracy and in most cases, it 

has improved comparing centralized state. 
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