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Abstract 

Cognitive Radar is a recently presented research topic, in which most efforts has been done for its conceptual description 

and the adaptive waveform design feature of these radars, while other aspects of additivity for optimum performance of 

cognitive radars has been ignored. In this paper, a framework for adaptive time resource management in Cognitive Radars 

is proposed. The main purpose of this paper is proposing an algorithm for time resource management, with incorporation 

of adaptive waveform design capability of cognitive radars, to enhance the radar performance for an efficient time 

resource usage. After developing the equations of radar time resource management using adaptive waveform design, an 

implementable algorithm is proposed for this purpose and its performance is simulated and analysed. The results show 

that the proposed algorithm resulted in more efficient time resource management compared to the existing ones. 
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1. Introduction 

Electronically beam steering feature of phased array 

radars provides controlling the radar beam instantly, and 

thus there would be no waiting period to direct the beam 

or mechanical inertia to overcome. These phased array 

radars, namely Multi-function radar (MFR), can handle a 

variety of tasks that previously multiple single function 

radars was used to perform, such as surveillance, multi-

target tracking and missile guidance. Each of these tasks 

consume radar resources, so to use the MFR capabilities 

efficiently, an effective radar resource management 

(RRM) algorithm is required [1]. 

In 2006, Cognitive Radar concept was illustrated for the 

first time in [2]. The key point in any cognition-based 

system is the perception-action cycle [3]. In this concept, 

a cognitive radar “continuously learns about the 

environment through experience gained from interactions 

with the environment; the transmitter adjusts its 

illumination of the environment in an intelligent manner; 

and the whole radar system constitutes a dynamic closed 

feedback loop encompassing the transmitter, environment, 

and receiver.” The feature of a cognitive radar that differs 

from a classical radar is the active feedback between 

receiver to transmitter [4]. A classical adaptive radar is 

only able to extract information from the target and the 

disturbance signals through appropriate signal processing 

algorithms and to apply that information at the receive 

level to improve its performance [ 5 ]. Conversely, a 

cognitive radar is able to use all of the extracted 

information not only at the receive level but also at the 

transmit level by changing the transmit frequency channel, 

waveform shape, time on target, pulse repetition 

frequency, transmitted power, number of pulses, 

polarization, and so forth [6]. 

Previous researches in cognitive radars mainly 

concentrated on adaptive waveform design for monostatic 

cognitive radars [7, 8], monostatic cognitive radars for 

wideband environment (like sonar) [ 9 ], multi-static 

cognitive radars [ 10 , 11 , 12 ], multi-static cognitive 

radars for extended targets [ 13 ] and for multi-static 

cognitive radars with for wideband environment [14]. 

In all of the previously presented investigations on 

cognitive radars, time resource management was not 

included in the proposed algorithms and their 

performance analysis. Thus, the effect of the 

environmental perceptions on radar time resources is not 

included in the previously proposed cost functions. In 

other words, there can be more improvement in radar 
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performance, using the prior environmental information 

for optimum time resource usage in cognitive radars [15]. 
As stated in the definition of the cognitive radar, the loop-

forward from receiver to transmitter can include the target 

revisit time, using the prior information about target, to 

manage radar resources more efficiently. Also, the 

previous attempts for task scheduling in resource 

managements incorporated only the target tracking 

quality and the waveform dependency of tracking error 

was not considered [16]. This paper concentrates on the 

dependency of tracking error, and thus tracking radar task 

scheduling, on adaptive waveform design feature of 

cognitive radars. This paper proposes a novel algorithm 

for resource management and adaptive waveform design 

in cognitive radars.  

In this paper, a general framework for fully use of former 

information to mitigate a reduced tracking error and time 

resource saving algorithm for cognitive radars is proposed. 

In addition, its feasibility study using the Bayesian tracker 

equations is developed. Then an implementable algorithm 

for this purpose is presented and its performance is 

compared to the tracking algorithms in adaptive update 

rate case and adaptive waveform design situation. 
This paper is organized as follows: In Section 2 cognitive 

tracking radar principles are being reviewed. In Section 3, 

the proposed framework for time resource management in 

cognitive radar and its feasibility study is presented. 

Section 4 includes the proposed implementable algorithm 

for target tracking resource management in cognitive 

radar. Section 5 presents simulation results and, finally, 

Section 6 concludes the paper.  

 

2. Cognitive Tracking Radar 

The state vector, in state-space model, contains all 

relevant information required to describe the system 

under investigation. For example, in tracking problems, 

this information include the kinematic characteristics of 

the target. The state equations are [17]: 

𝐱k+1 = f(𝐱k) + 𝐰k      (1) 

𝐳k = h(𝐱k) + 𝐧k        (2) 

In these equations, 𝐱𝐤 is the target state at kth time instant, 

𝐳𝐤 is radar observations at kth time instant, 𝐰𝐤 and 𝐧𝐤 are 

model noise and observation noise, with covariance 

matrix of Q and R respectively. 

The answer to the state space equations are obtained using 

the Bayesian equations [18]. The state estimation has two 

steps: update (estimation) step, in which the estimation of 

target state is obtained using the prior information and the 

current observations, and prediction step, in which the 

prediction of target state is obtained using the posterior 

density of the current state and target motion model. In 

addition, each step provides a measure of incertitude of 

the estimations and predictions. 

There are two main groups of tracking algorithms based 

on state-space. One group are the Gaussian approximation 

approaches, and the other is the Bayesian algorithms with 

the Monte-Carlo simulation. In [19], an optimum filtering 

algorithm is presented for linear systems with Gaussian 

measurement and model noise. In the Gaussian 

approximation approaches, one tries to approximate the 

system model, so that the conditions for optimum filtering 

in [19] are satisfied. The Extended Kalman filter (EKF) 

[20], Unscented Kalman filter (UKF) [21] and Gauss-

Hermit filter (GHF) [22] are the most common filters 

from this group. In Monte-Carlo simulation filters, one 

tries to solve the basic Bayesian equation using as much 

sample points as possible.  Particle filter [23], cognitive 

structure adaptive particle filter [24], unscented particle 

filter (UPF) [25] and EKF-PF [26] are the most famous 

filters from the Monte-Carlo simulation category. In [27] 

a complete comparison of these algorithms is presented.  

As proposed in [3 &28], Bayesian tracker is used in 

cognitive radars. Also, in [8], mathematical representation 

of cognitive radars is proposed. In this representation, 

observations vector, 𝐳𝐤, is a function of target real state 

and environmental parameters (clutter, noise, etc.) and 

transmitted signal, 𝛉𝐤  [29 ]. Target state is a Markov 

model with probability density function of P(𝐱k+1|𝐱k). In 

addition, observations have probability density function 

of P(𝐳k|𝐱k). Probability density function of target state 

estimation is [30]: 

P(𝐱k|𝐳1:k) =
P(𝐳k|𝐱k,𝐳1:k−1 )P(𝐱k|𝐳1:k−1)

∫ P(𝐳k|𝐱k,𝐳1:k−1 )P(𝐱k|𝐳1:k−1)d𝐱k
         (3) 

Thus target state estimation via MMSE estimator would 

be: 

𝐱𝐤|𝐤 = ∫𝐱k P(𝐱k|𝐳1:k)d𝐱k                  (4) 

In addition, probability density function of target 

prediction at the next time instant is: 

P(𝐱k+1|𝐳1:k) = ∫ P(𝐱k+1|𝐱k) P(𝐱k|𝐳1:k)d𝐱k                    (5) 

Therefore, MMSE estimation of target prediction is: 

𝐱𝐤+𝟏|𝐤 = ∫𝐱𝐤+𝟏 P(𝐱𝐤+𝟏|𝐳𝟏:𝐤)d𝐱𝐤+𝟏                  (6) 

As mentioned in the introduction section, there are many 

proposed cost functions for adaptive waveform design in 

cognitive radars. In [10], the following cost function is 

proposed:  
 

𝛉𝐤+𝟏 = argmin
 

∫(𝐱𝐤+𝟏|𝐤+𝟏 − 𝐱𝐤+𝟏)(𝐱𝐤+𝟏|𝐤+𝟏 −

𝐱𝐤+𝟏)
T
P(𝐱𝐤+𝟏|𝐳𝟏:𝐤) P(𝐳𝐤+𝟏|𝐱𝐤+𝟏)d𝐱𝐤+𝟏                       (7)  

Also in [7, 8, 9, 11, 13, 14] this cost function has been 

adapted to the multi-static cognitive radars, extended 

targets and so on. 

 

3. Resource Management Framework for Cognitive 

Radar 

This section presents the proposed framework for 

resource management in cognitive radar and its feasibility 

study. Suppose target state at kth time instant is 𝐱𝐤. As 

presented in previous radar resource management 

algorithms [16], if prediction error of k+1th time instant, 

provided by the tracking algorithm, was less than the 

tolerable error in tracking system, the state prediction 

might be used and time resources for receiving 

observations can be saved. Table 1 describes this concept. 
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Table 1. Adaptive update rate target tracking 

(𝐤 + 𝐧)th time instant … (𝐤 + 𝟏)th time instant 𝐤th time instant (𝐤 − 𝟏)th time instant …  

𝐏(𝐱𝐤+𝐧|𝐳𝟏:𝐤, 𝐳𝐤+𝐧) - - P(𝐱k|𝐳𝟏:𝐤) … - Update 

… - - P(𝐱𝐤+𝐧|𝐳𝟏:𝐤) P(𝐱𝐤|𝐳𝟏:𝐤−𝟏) - Prediction 

 

This paper proposed a framework that causes further time 

resource preservations, due to the reduction of target 

tracking error using the adaptive waveform design. Fig. 1 

presents the flow diagram of the proposed framework. 

The diagram shows that based on the estimation of 

tracking error and system tolerable tracking error, the next 

time for observing the target is determined. Then based on 

the prediction of target state in the determined time, the 

transmitted signal for this time instant should be designed. 

The challenges in this procedure are: 

1- Prediction of target state in k+nth time instant, 

without using target observations from kth to k+nth 

time instant. 

2- Estimation of target state at k+nth time instant 

after receiving observation in k+nth time instant, 

without any information about the previous target 

state and observations.  

 

Therefore, the algorithm would have to perform the 

followings:  

3.1. Target State Estimation 

Equations (3-4) estimate the target state as usual. 

3.2. Determination of Tracking Time 

There are many adaptive algorithms for determination 

of update rate for tracking systems [31 & 32]. We propose 

to incorporate tracking residual error, to make use of the 

dependency of observations on the target tracking. 

Therefore, we would have: 

ek = 𝐱𝐤|𝐤 − 𝐱𝐤|𝐤−𝟏                     (8) 

Tnext = f(Tprevious, ek)                      (9) 

n =
Tnext

Tmin
                     (10) 

H. Shin in [33] proposes the function in (9) as: 

𝑓(𝑎, 𝑏) =
𝑎

√|𝑏|3                     (11) 

 
3.3. Target State Prediction 

Now, we have to predict target state at k+nth time 

instant using observations of kth time instant. So, first 

P(𝐱𝐤+𝐧|𝐳𝟏:𝐤)  might be determined. The Chapman-

Kolmogorov stated that: 

P(𝑨|𝐂) = ∫P(𝐀|𝐁) P(𝐁|𝐂)d𝐁                   (12) 

Thus, we have: 

P(𝐱𝐤+𝐧|𝐳𝟏:𝐤) = ∫P(𝐱𝐤+𝐧|𝐱𝐤) P(𝐱𝐤|𝐳𝟏:𝐤)d𝐱𝐤                  (13) 

In (13), P(xk+n|xk) is unknown. In order to determine 

this pdf, using the recursive calculations, we would have: 

P(𝐱𝐤+𝟐|𝐱𝐤) = ∫P(𝐱𝐤+𝟐|𝐱𝐤+𝟏) P(𝐱𝐤+𝟏|𝐱𝐤)d𝐱𝐤+𝟏        (14) 
P(𝐱𝐤+𝟑|𝐱𝐤) = ∫P(𝐱𝐤+𝟑|𝐱𝐤+𝟐) P(𝐱𝐤+𝟐|𝐱𝐤)d𝐱𝐤+𝟐        (15) 
… 
P(𝐱𝐤+𝐧−𝟏|𝐱𝐤) =
∫ P(𝐱𝐤+𝐧−𝟏|𝐱𝐤+𝐧−𝟐) P(𝐱𝐤+𝐧−𝟐|𝐱𝐤)d𝐱𝐤+𝐧−𝟐                     (16) 

P(𝐱𝐤+𝐧|𝐱𝐤) = ∫P(𝐱𝐤+𝐧|𝐱𝐤+𝐧−𝟏) P(𝐱𝐤+𝐧−𝟏|𝐱𝐤)d𝐱𝐤+𝐧−𝟏   (17) 

Now, the prediction of target state would be: 

𝐱𝐤+𝐧|𝐤 = ∫𝐱𝐤+𝐧P(𝐱𝐤+𝒏|𝐳𝟏:𝐤) d𝐱k+n                 (18) 

3.4. Waveform Design 

Waveform is designed based on minimization of the 

following cost function 

𝛉𝐤+𝐧 = argmin
 

∫(𝐱𝐤+𝐧|𝐤 − 𝐱𝐤+𝐧)(𝐱𝐤+𝐧|𝐤 −

𝐱𝐤+𝐧)
T
P(𝐱𝐤+𝐧|𝐳𝟏:𝐤) P(𝐳𝐤+𝐧|𝐱𝐤+𝐧)d𝐱𝐤+𝐧                  (19) 

Target StateTransmission of signal

Target Observations

Target State 

Estimation

Waveform design

Determination of Tracking 

Update Rate

Tracking Error 

Estimation

Target state prediction

Delay for n 

Time Instant

 
Fig. 1. Target Tracking Framwork For Cognitive Radar 
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P(𝐱𝐤+𝐧|𝐳𝟏:𝐤)  and P(𝐳𝐤+𝐧|𝐱𝐤+𝟏)  in (19), due to their 

dependency on target observations, are waveform 

dependent [29]. (𝐱𝐤+𝐧|𝐤 − 𝐱𝐤+𝐧)(𝐱𝐤+𝐧|𝐤 − 𝐱𝐤+𝐧)
T

 

represents the prediction mean square error at k+nth time 

instant, using the observations up to kth time instant. 

P(𝐱𝐤+𝐧|𝐳𝟏:𝐤)  in this equation weighens the error with 

respect to different predictions of target state and 

P(𝐳𝐤+𝐧|𝐱𝐤+𝐧) is the likelihood function and models the 

radar receiver and matched filter. 

3.5. Target State Estimation 

After elapsing n time instant and transmission of the 

signal designed in 2.4, target state must be estimated.  

P(𝐱𝐤+𝐧|𝐳𝟏:𝐤+𝐧) = P(𝐱𝐤+𝐧|𝐳𝐤+𝐧, 𝐳𝐤+𝐧−𝟏, … , 𝐳𝟏)             (20) 

=
P(𝐳𝐤+𝐧,𝐳𝐤+𝐧−𝟏,…,𝐳𝐤+𝟏|𝐱𝐤+𝐧,𝐳𝟏:𝐤).P(𝐱𝐤+𝐧|𝐳𝟏:𝐤)

∫P(𝐳𝐤+𝐧,𝐳𝐤+𝐧−𝟏,…,𝐳𝐤+𝟏|𝐱𝐤+𝐧,𝐳𝟏:𝐤).P(𝐱𝐤+𝐧|𝐳𝟏:𝐤)d𝐱𝐤+𝐧
   (21) 

Observations in (21) are independent from each other 

and independent from target state in future, so we have: 

P(𝐱𝐤+𝐧|𝐳𝟏:𝐤+𝐧) 

        = 
P(𝐳𝐤+𝐧|𝐱𝐤+𝐧,𝐳𝟏:𝐤).P(𝐳𝐤+𝐧−𝟏|𝐱𝐤+𝐧,𝐳𝟏:𝐤)…P(𝐱𝐤+𝐧|𝐳𝟏:𝐤)

∫ P(𝐳𝐤+𝐧|𝐱𝐤+𝐧,𝐳𝟏:𝐤).P(𝐳𝐤+𝐧−𝟏|𝐱𝐤+𝐧,𝐳𝟏:𝐤)…P(𝐱𝐤+𝐧|𝐳𝟏:𝐤)d𝐱𝐤+𝐧
  

=
𝐏(𝐳𝐤+𝐧|𝐱𝐤+𝐧).𝐏(𝐳𝐤+𝐧−𝟏|𝐳𝟏:𝐤)𝐏(𝐳𝐤+𝐧−𝟐|𝐳𝟏:𝐤)…..𝐏(𝐱𝐤+𝐧|𝐳𝟏:𝐤)

∫ 𝐏(𝐳𝐤+𝐧|𝐱𝐤+𝐧).𝐏(𝐳𝐤+𝐧−𝟏|𝐳𝟏:𝐤)𝐏(𝐳𝐤+𝐧−𝟐|𝐳𝟏:𝐤)…..𝐏(𝐱𝐤+𝐧|𝐳𝟏:𝐤)𝐝𝐱𝐤+𝐧
   

=
P(𝐳𝐤+𝐧|𝐱𝐤+𝐧).P(𝐳𝐤+𝐧−𝟏|𝐳𝟏:𝐤)P(𝐳𝐤+𝐧−𝟐|𝐳𝟏:𝐤)…..P(𝐱𝐤+𝐧|𝐳𝟏:𝐤)

P(𝐳𝐤+𝐧−𝟏|𝐳𝟏:𝐤)P(𝐳𝐤+𝐧−𝟐|𝐳𝟏:𝐤)…..∫ P(𝐳𝐤+𝐧|𝐱𝐤+𝐧).P(𝐱𝐤+𝐧|𝐳𝟏:𝐤)d𝐱𝐤+𝐧
  

      =
P(𝐳𝐤+𝐧|𝐱𝐤+𝐧).P(𝐱𝐤+𝐧|𝐳𝟏:𝐤)

∫P(𝐳𝐤+𝐧|𝐱𝐤+𝐧).P(𝐱𝐤+𝐧|𝐳𝟏:𝐤)d𝐱𝐤+𝐧
                  (22) 

 

Therefore, (22) shows that target state at k+nth time 

instant is independent of observations between kth and 

k+nth time instant.  

The equations presented in this section shows that 

adaptive waveform design is possible in the absence of 

target state estimation and target observation in a period 

of time, that due to time resource management is skipped. 

Due to the computationally complex integrals involved in 

the equations presented in this section, implementation of 

the presented framework is actually impossible. Thus, 

considering these complexities, next we propose an 

implementable algorithm for this purpose. 

4. Proposed Resource Management Algorithm 

As stated in Section 2, the Particle Filter (PF) is a 

numerical algorithm for implementation of Bayesian filter 

using Monte-Carlo simulation. Main idea in PF is to 

represent the posterior pdf as a set of random samples, 

called particles. Thus, this filter reduces the difficult 

integrals to finite summations [23]. Obviously, as the 

number of samples become very large, the achieved 

posterior pdf becomes more accurate. In addition, if there 

is little overlap between the prior and likelihood, the 

failure to use the latest measurement leads to large 

tracking error [27]. To overcome this problem, the 

proposed algorithm incorporates UKF with the PF. We 

use this idea to develop an implantable algorithm for the 

presented framework in section 3, as shown in Fig. 2. In 

addition, Table 2 presents the complete proposed 

algorithm for resource management in cognitive radar. In 

this algorithm, 𝐱̂ is the particles state vector of size N, n 

is the number of sigma points and J  is the length of 

waveform library. 

In this algorithm, the importance sampling and 

resampling is used to overcome the degeneracy 

phenomenon in particle filter based tracking algorithms 

[23]. Due to this phenomenon, after a few iterations, all 

but one particle would have a weight value near to zero. 

The basic idea in resampling is to eliminate particles that 

have small weights and concentrate on particles with large 

weights. Then, a new set of modified particles are 

obtained. 

Target StateTransmission of Signal

Target Observations

Target State 

Estimation

Waveform Design

Delay 

Importance Sampling 

and Resampling

Unscented Transform to 

Each Particle

Target State Prediction

k = k + 1

T
he U

nscented 

P
article F

ilter

Yes

No

Target State Estimation

=

Target State Prediction

tr[         ] 
<

 threshold 

Fig. 2. Proposed Target Tracking Algorithm For 

Cognitive Radar 

5.  Simulation 

In this section, the performance of the proposed algorithm 

for time resource management in cognitive radars is 

evaluated. Consider a target moving a famous 8-scenario 

as shown in Fig. 3 (green line). In this scenario target 

moves in different motion scenarios. The transmitted 

waveform is a single tone pulse with minimum and 

maximum value of 1μs and 100μs, respectively, for 

adaptive waveform design case and a constant value of 

20μs for fixed waveform transmission and κ in Table 2 

has been set as unity. In the entire simulations 

environment is supposed to be narrowband. The radar 

measurement vector is [r θ]T  and target state is 

considered as [xx xẋ xẍ xy xẏ xÿ]T . The target 

model matrix and measurement matrix in (1) and (2) are: 
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𝐡 = [√𝐱x
2 + 𝐱y

2 atan (
𝐱y

𝐱x

)] (23) 

𝐅 =

[
 
 
 
 
 
1 T 0.5T2 0 0   0
0 1 T         0 0  0
0
0
0
0

0
0
0
0

  

1
0
0
0

      0
      1
      0
       0

0
T
1
0

0
0.5T2

T
1 ]

 
 
 
 
 

 (24) 

 

The covariance matrix of model and measurement noise 

are: 

𝐐 =

[
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        0 0  0
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                 (25) 

𝐑 = [
σr

2 0

0 σθ
2]                    (26) 

where T = 1 , σr
 =

c𝜏

2√2𝜂
 and σθ

 =
φ3dB

𝜅√2𝜂
 are waveform 

dependent and 𝜂 =
PtGtGrλ

2στNp

(4π)3R4KTFn
=

K𝜏

𝑅4  is the received 

signal to noise ratio and 𝜏  is the pulse length value in 

waveform design. So σr
 ~√𝜏  and σθ

 ~
1

√𝜏
 have reverse 

dependencies on pulse length. 

For evaluation of the proposed framework, we consider 

four cases. Simulation of the UPF tracker, simulation of 

the UPF tracker with adaptive update rate tracking, 

simulation of the UPF tracker using adaptive waveform 

Table 2. The Proposed Algorithm for Time Resource Management in Cognitive Radars  

initialize: 𝐱̂k−1|k−1    

𝐱̂k|k =  function proposed algorithm (𝐱̂k−1|k−1 , 𝐳k ) 

𝔁k−1|k−1
0 = 𝐱̂k−1|k−1   , 𝐖0 =

κ

n+κ
          

𝔁k|k−1
0 = f(𝔁k−1|k−1

0 )           

for i =  1: n 

𝔁k−1|k−1
i = 𝐱̂k−1|k−1 + (√(n + κ)𝐏k−1|k−1)i

,𝐖i =
1

2(n+κ)
       

𝔁k−1|k−1
i+n = 𝐱̂k−1|k−1 − (√(n + κ)𝐏k−1|k−1)i

,𝐖i =
1

2(n+κ)
       

𝔁k|k−1
i = f(𝔁k−1|k−1

i )          

𝔃k|k−1
i = h(𝔁k+1|k

i )          

end 

𝐱̂k|k−1
 = ∑ 𝐖i𝔁k|k−1

i2n
i=0             

𝐏k|k−1 = 𝐐k−1 + ∑ 𝐖i(𝔁k|k−1
i − 𝐱̂k|k−1

 )2n
i=0 (𝔁k|k−1

i − 𝐱̂k|k−1
 )

T
      

if trac(𝐏k|k−1)  < thr 

𝐱̂k|k
 = 𝐱̂k|k−1

            

𝐏k|k = 𝐏k|k−1           

k = k + 1 

else          

𝐳̂k+1|k
 = ∑ 𝐖i𝔃k+1|k

i2n
i=0   

for j = 1: J         

𝐏zz
j

= ∑ 𝐖i(𝔃k+1|k
i − 𝐳̂k+1|k

 )2n
i=0 (𝔃k+1|k

i − 𝐳̂k+1|k
 )

T
+ 𝐑(𝛉j) 

       

𝐏xz = ∑ 𝐖i(𝔁k+1|k
i − 𝐱̂k+1|k

 )2n
i=0 (𝔃k+1|k

i − 𝐳̂k+1|k
 )

T
      

𝐊k+1
j

= 𝐏xz𝐏zz
j −1

         

𝐏𝐣
k+1|k+1 = 𝐏k+1|k − 𝐊k+1

j
𝐏zz𝐊k+1

j T
  

end        

JJ = argmin
𝛉j

[tr(𝐏𝐣
k+1|k+1)]

 

   

k = k + 1        

𝐱̂k|k = 𝐱̂k|k−1 + 𝐊k(𝐳k − 𝐳̂k|k−1
 )          

𝐏k|k = 𝐏k|k−1 − 𝐊k
JJ
𝐏zz

j
𝐊k

JJT
  

end 

𝐱̂k|k =  function resampling (𝐱̂k−1|k−1)         
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design, and finally, simulation of the proposed adaptive 

update rate UPF tracker using adaptive waveform design. 

Fig. 3 presented target tracking using the UPF tracker. In 

this figure the green line, presents the target real state, the 

blue line presents the radar measurement of target state, 

the red line is the target state prediction, and the black line 

is the estimation of target state.  

Next, we present target tracking using the adaptive update 

rate. Fig. 4 shows target tracking results. In this figure, the 

black dots represent target tracking with target state 

estimation using target observation, and red dot represents 

the moments that state prediction error was tolerable and 

target was tracked using the predictions, instead of using 

radar observations of target, thus time resources are 

reserved. Fig. 5 shows tracking error standard deviation. 

It is seen from this figure that in time snapshots that target 

tracking is achieved using prediction of target state, there 

are spikes in tracking error, although the value of this 

spikes are tolerable. 

Fig. 6 presents target tracking with UPF tracker using 

adaptive waveform design. Also in Fig. 7, its tracking 

error variance is compared to the classic UPF tracker. As 

shown in Fig. 8, it is seen that in moments of target 

manoeuvre, [35~75] and [110~130] time snapshots, 

tracking error has increased. Thus, pulse length increase 

in Fig. 8 causes a decrease in angular error, and thus total 

tracking error, as shown in Fig. 7 (red line).  

It is worthy to note that the increase in pulse length causes 

a decrease in angular measurement error and increase in 

range measurement error, as shown in Fig. 9. When 

angular error is increasing (like a manoeuvre in angular 

coordinate), pulse length must increase to enhance the 

angular measurement quality. Thus, the pulse length 

variations must be adopted to the target motion scenario, 

with respect to the measurement error variations.  

Fig. 10 presents simulation results of the proposed 

algorithm for adaptive waveform design target tracking 

with adaptive update rate. In addition, Fig. 11 presents 

comparison of error standard deviation for adaptive 

update rate UPF tracker with fixed waveform and 

adaptive waveform. It is seen that adaptive transmission 

in the proposed algorithm causes a reduction in tracking 

error. 

Fig. 12 shows the comparison of tracking error of the UPF 

Tracker and adaptive update rate UPF tracker with 

adaptive waveform design on transmission.  

Table 3 presents comparison of tracking error and time 

resource consumption for each of the tracking algorithms.  

 
Table 3. Comparison of Tracking Error and Elapsed Time 

 Range 

Error 

Angular 

Error 

Target 

Revisits 

UPF Tracker 35 0.082 200 

Adaptive Update Rate UPF Tracker 55 0.095 147 

UPF Tracker with Adaptive Transmission 33 0.064 200 

Adaptive Update Rate UPF Tracker with 

Adaptive Transmission 

36 0.083 146 

 

We repeat the above simulations for another target 

movement scenario. A target starts moving along a line 

and speeds up to reach its nominal velocity and then starts 

manoeuvring in angular coordinate. This is shown in Fig. 

13. Pulse length variations for adaptive waveform design 

algorithm is shown in Fig. 14. In addition, Fig. 15 shows 

tracking error standard deviation in. It is seen from these 

figures that pulse length variations in Fig. 14 caused a 
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reduced tracking error in Fig. 15, compared to the fixed 

waveform. 

In addition, these waveform variations causes an equal 

tracking error compared to the conventional UPF tracker, 

while saving about 25% of radar time resources. 

From above simulations and Table 3, the following points 

are concluded:

 

- Using adaptive waveform a reduction in tracking error 

is achieved, with respect to fixed waveform 

transmission.  

- Adaptive update rate tracking causes saving radar time 

resources, although tracking errors are increased. 

Using the proposed adaptive update rate tracking with 

adaptive waveform design can reach the fixed waveform 

transmission tracking error, while about 25% of radar 

time resources are saved. 

 

6. Conclusion 

This paper studied time resource management in 

cognitive radars. The main idea in the proposed 

framework is to use adaptive waveform on transmission 

 

 

[ 1 ] B. Gillespie, E. Hughes, and M. Lewis, “Scan 

scheduling of multi-function phased array radars using 

heuristic techniques”, In IEEE International Radar 

Conference, May 2005,  Arlington, USA, pp. 513–518. 

[2] S. Haykin, “Cognitive Radar: a way of the future”, 

IEEE Signal Processing Magazine, vol. 23, no. 1, pp. 30-

40, 2006. 

to compensate the increase in tracking error for time 

saving in adaptive update rate tracking. For this purpose, 

a framework for time resource management with adaptive 

waveform design was proposed and the feasibility of the 

adaptive waveform design with adaptive update rate 

tracking were studied. The mathematical equations of 

time resource management for cognitive radar framework 

was fully developed. In addition, an implementable 

algorithm for this purpose was proposed. The simulation 

results showed that keeping a constant tracking error, the 

proposed algorithm can save a great amount of radar time 

resources. This time saving in the presented scenario was 

about 25%, but this saving could be much more in other 

scenarios. 

[3] S. Haykin, Y. Xue, M. P. Setoodeh, “Cognitive radar: 

step toward bridging the gap between neuroscience and 

engineering”, Proceedings of IEEE, vol. 100, no. 11, pp. 

3102-3130, 2012. 

[4] S. Haykin, A. Zia, I. Arasaratnam, Y. Xue,  “Cognitive 

tracking radar”, In IEEE Radar Conference, May 2010, 

Washington DC, USA, pp. 1467-1470. 

[5] M. S. Greco, F. Gini, P. Stinco, “Cognitive radars: 

some applications”, In Global Conference on Signal and 

                                                 



Tabriz Journal of Electrical Engineering (TJEE), vol. 51, no. 1, Spring 2021                                                                                                  Serial no. 95 

26 

                                                                              
Information Processing, December 2016, Washington DC, 

USA, pp. 1077-1082. 

[6] M. Greco, F. Gini, P. Stinco, K. Bell, “Cognitive 

radars: on the road to reality”, IEEE Signal Processing 

Magazine, vol. 35, no. 4, pp. 112-125, 2018. 

[7] B. Jin, J. Gou, B. Su, D. He, Z. Zhang, “Adaptive 

Waveform Selection For Manoeuvring Target Tracking in 

Cognitive Radar”, Elsevier Digital Signal Processing, vol. 

75, pp. 210-221, 2018. 

[8] A. E. Mitchell, G. E. Smith, K. L. Bell, A. Duly, “Fully 

Adaptive Radar Cost Function Design”, In IEEE Radar 

Conference (Radar Conf. 2018), April 2018, Oklahoma 

City USA, pp. 1301-1306. 

[9] X. Le, “Waveform Design for Tracking Systems”, In 

International Conference on Cyber-Enabled Distributed 

Computing and Knowledge Discovery, September 2015, 

Xi'an China, pp. 458-462.   

[10] K .L. Bell, C .J. Baker, G .E. Smith, J .T. Johnson, 

M. Rangaswamy, “Cognitive Radar Framework for 

Target Detection and Tracking”, IEEE Journal of Selected 

Topics in Signal Processing, vol. 9, iss. 8, pp. 1427-1439, 

2015. 

[11] N. H. Nguyen, K. Dogancay, L.M. Davis, “Adaptive 

Waveform Selection For Target Tracking In Clutter By 

Multi-static Radar System”, IEEE Transactions On 

Aerospace And Electronic Systems, vol. 51, no. 1, pp. 

688-701, 2015. 

ابراهیم باقری، محمد حسین کهایی، محمد جباریان، علی اصغر بهشتی،   [12]

طراحی شکل موج ارسالی رادار به منظور بالا بردن دقت تخمین تاخیر و “

، ۳، شماره ۴۶، جلد مجله مهندسی برق دانشگاه تبریز، ”فرکانس داپلر هدف

 .۱۳۹۵پاییز 

[13] N. H. Nguyen, K. Dogancay, L.M. Davis, “Adaptive 

Waveform Scheduling For Target Tracking In Clutter By 

Multi-static Radar System”, In IEEE International 

Conference on Acoustic, Speech and Signal Processing 

(ICASSP), May 2014, Florence, Italy, pp. 1449-1453 

[14] X. Wu, Z. Liu, R. Xie, X. Mu, “Adaptive Waveform 

Design for Enhanced Detection of Extended Target”, In 

CIE International Conference on Radar (RADAR), 

October 2016, Guangzhou China. 

[15] M. Ghadian, R. Fatemi Mofrad, B. Abbasi Arand, 

“Designing Adaptive Time Resource Management Cost 

Function for Cognitive Radar”, IET Radar, Sonar & 

Navigation, 2020. 

[16] M. Shaghaghi, R. Adve, Z. Ding, “Multifunction 

Cognitive Radar Task Scheduling Using Monte Carlo 

Tree Search and Policy Networks”, IET Radar, Sonar & 

Navigation, vol. 12, pp. 1437-1447, 2018. 

ارائه دو فیلتر کالمن مرتبه کسری “بهروز صفری نژادیان، مجتبی اسد،  [۱7]

جدید برای سیستم های مرتبه کسری خطی در حضور نویز اندازه گیری 

 .۱۳۹۶، تابستان ۲، شماره ۴7، جلد مهندسی برق دانشگاه تبریزمجله ، ”رنگی
[18] M. Orton, W. Fitzgerald, “A Bayesian Approach to 

Tracking Multiple Targets Using Sensor Arrays and 

Particle Filters”, IEEE Transactions On Signal Processing, 

vol. 50, no. 2, pp. 216-223, 2002. 

[19] R. E. Kalman, “A New Approach to Linear Filtering 

and Prediction Problems”, Transactions of the ASME–

Journal of Basic Engineering, pp. 35-45, 1960.  

[ 20 ] P. J. Costa, “Adaptive Model Architecture and 

Extended Kalman – Bucy Filters”, IEEE Transactions on 

Aerospace Electronic Systems, vol. 30, pp. 525–533, 1994.  

[21] E.A. Wan, R.v.d. Merwe, “The Unscented Kalman 

filter For Nonlinear Estimation”,  in Proceedings of the 

IEEE 2000 Adaptive Systems for Signal Processing, 

Communications, and Control Symposium, October. 

2000, Alberta, Canada. 

[22] K. Ito, K. Xiong, “Gaussian Filters for Nonlinear 

Filtering Problems”, IEEE Transactions On Automatic 

Control, vol. 45, no. 5, pp. 910-927, 2000.  

[23] M. Sanjeev Arulampalam, S. Maskell, N. Gordon, T. 

Clapp, “A Tutorial on Particle Filters for Online 

Nonlinear/Non-Gaussian Bayesian Tracking”, IEEE 

Transactions in Signal Processing, vol. 50, no. 2, pp. 174-

188, 2002. 

[ 24 ] S. Wang, D. Bi, H. Ruan, S. Chen, “Cognitive 

Structure Adaptive Particle Filter for Radar Manoeuvring 

Target Tracking”,  IET Radar, Sonar & Navigation, vol. 

13, pp. 23-30, 2019.  

[25] R. Merwe, N. de Freitas, A. Doucet, E. Wan, “The 

Unscented Particle filter”, Technical Report 

CUED/FINFENG/TR380, Engineering Department, 

Cambridge University, 2000.  

[26] S. Julier, J. Uhlmann, H.F. Durrant-Whyte, “A New 

Method for the Nonlinear Transformation of Means and 

Covariance In filters And Estimators”, IEEE 

Transactions on autumn. Control, pp. 477–482, 2000.  

[ 27 ] N. Cui, L. Hong, J. Layne, “A Comparison of 

Nonlinear filtering approaches with an application to 

ground target tracking”, Elsevier Signal Processing, vol. 

85, pp. 1469-1492, 2005. 

[28] M. Steck, C. Neumann, M. Bockmair, “Cognitive 

Radar Principles and Application to Interference 

Reduction”, In the 19th International Radar Symposium 

IRS, June 2018, Bonn Germany. 

[29] D. Kershaw, J. Evans, “Optimal Waveform Selection 

for Tracking Systems”, IEEE Transactions On 

Information Theory, vol. 40, no. 5, pp. 1536-1550, 

September 1994.  
[30] L. U. Medina, J. Grajal, “Implementation of the fully 

adaptive radar framework: practical limitations”, IEEE 

Radar Conference (Radar Conf. 2017), May 2017, Seattle 

USA, pp. 761-766. 

[31] G. Van Keuk, S. S. Blackman, “On phased array 

radar tracking and parameter control”, IEEE Transactions 

on Aerospace and Electronic Systems, vol. 29, no.1, pp. 

186-194, 1993. 

[32] J. H. Zwanga, Y. Boers, H. Driessen, “On Tracking 

Performance Constrained MFR Parameter Control”, Sixth 

International Conference of Information Fusion, July 

2005, Queensland, Australia, pp. 712-718.  

[33] H.J. Shin, S.N. Hong, D.H. Hong,  "Adaptive Update 

Rate target tracking for Phased  Array Radar. IEE 

Proceedings - Radar, Sonar Navigation, vol. 142, no. 3, 

pp. 137-143. 1995.  

 

https://www.sciencedirect.com/science/journal/10512004
https://www.sciencedirect.com/science/journal/10512004/75/supp/C
https://www.sciencedirect.com/science/journal/10512004/75/supp/C
https://ieeexplore.ieee.org/xpl/conhome/8051143/proceeding
https://ieeexplore.ieee.org/xpl/conhome/8051143/proceeding
https://ieeexplore.ieee.org/xpl/conhome/7076/proceeding
https://ieeexplore.ieee.org/xpl/conhome/7076/proceeding
https://ieeexplore.ieee.org/xpl/conhome/7076/proceeding
https://ieeexplore.ieee.org/xpl/conhome/8886/proceeding
https://ieeexplore.ieee.org/xpl/conhome/8886/proceeding

