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Abstract

This paper presents a numerical method for solving a class of fractional optimal control problems (FOCPs) based

on numerical polynomial approximation. The fractional derivative in the dynamic system is described in the

Caputo sense. We used the approach to approximate the state and control functions by the Mott polynomials
(M-polynomials). We introduced the operational matrix of fractional Riemann-Liouville integration and apply it

to approximate the fractional derivative of the basis. We investigated the convergence of the new method and

some examples are included to demonstrate the validity and applicability of the proposed method.
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1. Introduction

Fractional order dynamics appear in several problems in science and engineering such as viscoelasticity, dynamics
of interfaces between nanoparticles and substrates, telecommunications, electronics, computers, robotics, medicine,
dynamic systems, and time control [6, 8, 11, 26]. It has also been shown that the materials with memory and
hereditary effects and dynamical processes including gas diffusion and heat conduction in fractal porous media can be
modeled by fractional order models better than integer models [38]. We use the Hamiltonian function [33], to solve
the fractional optimal control problems (FOCPs) but giving the analytic solution of them is usually complicated or,
in most cases, impossible, for this reason, numerical methods are used to solve them [1, 9]. In recent years, the use
of different methods for solving optimal control problems has been considered by some researchers. The numerical
solution of the fractional differential equations is reviewed by Roberto [10]. Ghomanjani and his colleagues presented
an article called the numerical method for solving FOCPs and differential equations [12]. A new numerical approach for
solving fractional optimal control problems including state and control inequality constraints using new biorthogonal
multiwavelets by E. Ashpazzadeh, M. Lakestani, A. Yildirim [5]. For the FOCP problem with boundary conditions, it
seems more appropriate to derive the Caputo fraction, which is expressed in 2016 is expressed by Nemati et al. In an
article entitled Response to the problems of fractional optimal control using the Ritz method [24]. The FOCPs with
the Bernstein polynomial operational matrix has been investigated by Jafari and a researcher [13]. The requirements
for the FOCP optimality have been investigated by Sewilman et al [32]. A square FOCP was solved directly and
without the Hamilton formula by Yousefi and Lotfi [3, 37]. Numerical solution for fractional optimal control problems
by Hermite polynomials by A. Yari [36]. Solving fractional optimal control problems using Genocchi polynomials is
presented by M. A. Moghaddam, Y. Edrisi, and M. Lakestani [22].
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The Hamilton formula and the direct numerical method for solving the FOCPs by Agrowall are discussed [2]. A new
numerical Bernoulli polynomial method for solving FOCPs by Taherpour et al [34]. Samaneh Soradi-Zeid, presented
an article called Solving a class of fractional optimal control problems via a new efficient and accurate method [31].

Since in most cases, applying theoretical methods is usually difficult and time consuming for solving the FOCPs.
Therefore, we consider Mott polynomials as the basic functions, based on the theory of best approximation, which can
be used to determine all the parameters in FOCPs. Nowadays, various operational matrices for the polynomials have
been developed to cover the numerical solution of differential and integral equations [4, 18, 20]. The main advantage
of our new method is that by applying only a few number of Mott basis we achieve satisfactory results.

In this paper, we focus on optimal control problems with the quadratic performance index and the dynamic system
with the Caputo fractional derivative. We intend to extend the application of polynomials to solve fractional differential
equations. Our main aim is to generalize Mott operational matrix to fractional calculus. We refer the interested reader
to [7, 15, 19, 28] for more studies on this subject.

We solve the problem directly without using Hamiltonian formulas. Our tools for this aim are the Mott basis and
the operational matrix of fractional integration.

The problem formulation is as follows:

J =

∫ t

a

(A(t)x2(t) +B(t)u2(t))dt, (1.1)

Mẋ(t) +N c
aD

α
t x(t) = f(t, x(t), u(t)), (1.2)

x(a) = xa,

here, A(t), B(t) are arbitary functions and (M,N) 6= (0, 0).
The paper is organized as follows: In section 2, we present some preliminaries on fractional calculus. Section 3

describes the basic formulation of Mott polynomials (M-polynomials) required for our subsequent development and
section 4 is devoted to the function approximation by using the M-polynomials basis. In section 5, we explain the
general procedure of forming of the operational matrix of integration. Section 6 describes the convergence of the
method. In section 7, the fundamental problem of FOCP is stated. We report our numerical findings and demonstrate
the validity, accuracy, and applicability of the operational matrix by considering numerical examples in section 8.
Finally, this paper will end with a brief conclusion in section 9.

2. Some preliminaries on fractional calculus

In this section, we give some basic defns and properties of the fractional calculus which are used further in this
paper [25, 27].

Definition 2.1. The (left sided) Riemann – Liouville fractional integral of order α > 0, of A function f : [a, b]→ R,
is defined as:

0I
α
t f(t) =


1

Γ(α)

∫ t
0
(t− s)α−1f(s)ds, α > 0, t > 0,

f(t), α = 0,
(2.1)

for example, with f(t) = tγ we have:

0I
α
t t
γ =

Γ(γ + 1)

Γ(γ + α+ 1)
tγ+α, α ∈ N ∪ {0}, t > 0. (2.2)

Definition 2.2. The (left sided) Caputo fractional derivative of a function f : [a, b]→ R, is defined as:

c
0D

α
t f(t) =


1

Γ(n− α)

∫ t
0
(t− s)n−α−1 d

n

dsn
f(s)ds, n− < α < n, n ∈ N,

f (n)(t), α = n, n ∈ N.
(2.3)
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Consequently, the following relations are straightforward from (2.1) and (2.3),

(i) 0I
α
t
c
0D

α
t f(t) = f(t)−

n−1∑
k=0

f (k)(0)
tk

k!
, (2.4)

(ii) c
0D

β
t 0I

α
t f(t) =

 Iα−βf(t), if α > β,
f(t), if α = β,
Dβ−αf(t), if α < β.

(2.5)

3. Mott polynomials and their properties

In 1932, Mott [23] originally introduced the polynomial while monitoring the roaming behaviors of electrons for a
problem in the theory of electrons.The Mott polynomials are widely studied in mathematics and physics. Roman [29]
obtained an associated Sheffer sequence of the Mott polynomials. For further properties of the polynomial, the reader
can refer to [17, 21].

The M-polynomials sn(t), n ≥ 0, is defined by :

sn(t) = (−1)n
(
t

2

)n
(n− 1)!

h(n
2 )∑

k=0

(
n

k

)
(−1)k

t−2k

(n− 2k − 1)!
, (3.1)

where

h
(n

2

)
=


n

2
, if n is even,

n

2
− 1

2
, if n is odd.

From the above equation, it is obvious that s0(t) = 1, for this reason sn(t) is a Sheffer set [35]. The first few
M-polynomials are

s0(t) = 1,

s1(t) = −1

2
t,

s2(t) =
1

4
t2,

s3(t) =
3

4
t− 1

8
t3,

s4(t) = −3

2
t2 +

1

16
t4,

s5(t) = −15

2
t+

15

8
t3 − 1

32
t5.

Now we define the Vector Ar, for r = 0, 1, . . . , n, if r is odd then for i = 0, 1, . . . , n,

Ar = bir , (3.2)

bir =

{
0, i = 2l, l ∈ N ∪ {0},
cir otherwise,

(3.3)

cir =

(
−1

2

)r
(r − 1)!

(
r
ki

)
(−1)ki

(r − 2ki − 1)!
,

ki = βj , βj − 1, . . . , 0,

βj =
r − 1

2
− j, j = 0, 1, . . . ,

r − 1

2
. (3.4)
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If r is even then for i = 0, 1, . . . , n,

Ar = b′ir , (3.5)

b′ir =

{
0 i = 2l + 1, l ∈ N ∪ {0},
c′ir otherwise,

(3.6)

c′ir =

(
−1

2

)r
(r − 1)!

(
r
k′i

)
(−1)k

′
i

(r − 2k′i − 1)!
,

k′i = β′j , β
′
j − 1, . . . , 0,

β′j =
r

2
− j, j = 0, 1, . . . ,

r

2
, (3.7)

then , Sr(t) = ArTr(t) for (r = 0, 1, . . . , n) , here Tr(t) = [1, t, . . . , tr]T , then, we define (r+1)×(r+1) lower triangular
matrix A such that A = [A0, A1, . . . , Ar]

T and Ai(i = 0, 1, . . . , n) is row vector of order r.
As a result,

ϕn(t) = ATn(t), (3.8)

where

ϕn(t) =
[
s0(t), s1(t), . . . , sn(t)

]T
. (3.9)

4. Function approximation

We recall here some theorems and lemma that are stated and proved in Kreyszing (1978). Suppose that H =
L2[0, 1] be the Hilbert space and {s0, s1, . . . , sn} the M-polynomials of degree n on the interval [0, 1]. We define
Y = Span{s0, s1, . . . , sn} Let f be an arbitrary element in H Since Y is a finite dimensional subspace of the space H,
the function f has the best unique approximation on Y like fn ∈ Y , that is, [16]

∃fn ∈ Y s.t. ∀y ∈ Y ‖f − fn‖2 ≤ ‖f − y‖2, (4.1)

where ‖f‖2 =
√
〈f, f〉 and 〈, 〉 denotes the inner product. Since fn ∈ Y , therefore fn is a linear combination of the

spanning basis of Y , that’s mean, there are n+ 1 coefficients

C = [c0, c1, . . . , cn] ∈ R (4.2)

such that

f(t) ' fn(t) =

n∑
j=0

cjsj(t) = CTϕn(t), (4.3)

where

‖f − fn‖2 → min,

(4.4)

then C can be obtained by:

C = Q−1〈f(t), ϕn(t)〉, (4.5)

where

Q = 〈ϕn(t), ϕn(t)〉 =

∫ 1

0

ϕn(t)ϕn(t)T dt. (4.6)

Theorem 4.1. Let X be an inner product space and M 6= ∅ a convex subset which is complete in the metric induced
by the inner product. Then for every given x ∈ X there exists a unique y ∈M such that

δ = inf
ỹ∈M
‖x− ỹ‖ = ‖x− y‖. (4.7)
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5. Mott operational matrix of the fractional integration

In this section we describe the Mott polynomials operational matrix of fractional integration of the vector ϕn. The
operational matrix can be approximated as:

Iαϕn(t) ' Pϕn(t), (5.1)

where P is the (n + 1) × (n + 1) Riemann-Liouville fractional operational matrix of integration. We construct P as
follows:

Iαsi(t) = (−1)i
(

1

2

)i
(i− 1)!

h( i
2 )∑

k=0

(
i

k

)
(−1)k

Iαti−2k

(i− 2k − 1)!

= (−1)i
(

1

2

)i
(i− 1)!

h( i
2 )∑

k=0

(
i
k

)
(−1)k

(i− 2k − 1)!
ti−2k+α

Γ(i− 2k + 1)

Γ(i− 2k + α+ 1)
, (5.2)

now we approximate ti−2k+α by n+ 1 terms of the Mott basis

ti−2k+α '
n∑
j=0

bjsj , (5.3)

where

bj = Q−1j

∫ 1

0

ti−2k+αsj(t)dt

= (−1)j
(

1

2

)j
(j − 1)!

h( j
2 )∑

L=0

(
j
L

)
(−1)L

(j − 2L− 1)!
× 1

i− 2k + α+ j − 2L+ 1
. (5.4)

Therefore we have

Iαsi(t) '
n∑
j=0

Bijsj(t), (5.5)

where

Bij = (−1)i+j
(

1

2

)i+j
(i− 1)!(j − 1)!

h( i
2 )∑

k=0

h( j
2 )∑

L=0

(
j

L

)(
i

k

)
(−1)k+L

× 1

(i− 2k − 1)!(j − 2L− 1)!
× 1

i+ j − 2L− 2k + α+ 1
, (5.6)

and

Qj =
〈
sj(t), sj(t)

〉
=

∫ 1

0

sj(t)sj(t)
T dt. (5.7)

Finally, we obtain

P =

B00 . . . B0n

...
. . .

...
Bn0 . . . Bnn

 , (5.8)

where P is called the Mott polynomials operational matrix of fractional integration.
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6. Convergence study

In this section, we discuss the convergence of the method presented in Section 5. First we will find the upper bound
error for the operational matrix of the fractional integration P and show that with an increase in the number of Mott
polynomials, the error vector eIα tend zero. We restate the following theorems by finding this error.

For any given elements x1, x2, . . . , xn in a Hilbert space H, the Gram determinant of these elements is defined as
follows [16]:

G(x1, x2, . . . , xn) =

∣∣∣∣∣∣∣∣∣
〈x1, x1〉 〈x1, x2〉 . . . 〈x1, xn〉
〈x2, x1〉 〈x2, x2〉 . . . 〈x2, xn〉

...
...

. . .
...

〈xn, x1〉 〈xn, x2〉 . . . 〈xn, xn〉

∣∣∣∣∣∣∣∣∣ . (6.1)

Theorem 6.1. Suppose that H is a Hilbert space and a closed subspace of H such that dim Y <∞ and y1, y2, . . . , yn
is any basis for Y . Let x be an arbitrary element in H and y0 be the unique best approximation to x out of Y . Then
[16]

‖x− y0‖22 =
G(x, y1, y2, . . . , yn)

G(y1, y2, . . . , yn)
, (6.2)

where

G(x, y1, y2, . . . , yn) =

∣∣∣∣∣∣∣∣∣
〈x, x〉 〈x, y1〉 . . . 〈x, yn〉
〈y1, x〉 〈y1, y1〉 . . . 〈y1, yn〉

...
...

. . .
...

〈yn, x〉 〈yn, y1〉 . . . 〈yn, yn〉

∣∣∣∣∣∣∣∣∣ . (6.3)

Theorem 6.2. Suppose f(t) ∈ L2[0, 1] is approximated by fn(t) as [30]

fn(t) =

n∑
i=0

ciβi(t) = CTϕn(t), (6.4)

where C,ϕn(t) are defined in Equations (3.9) and (4.5), then we have

lim
m→∞

‖f(t)− fn(t)‖L2[0,1] = 0. (6.5)

The error vector eIα of the operational matrix is given by

eIα = [eIα0 , eI
α
1 , . . . , eI

α
n ]T = Pϕn(t)− Iαϕn(t) (6.6)

From Equation (6.2) and Theorem 4.1, we have

∥∥∥∥∥∥ti−2k+α −
n∑
j=0

bjsj

∥∥∥∥∥∥
2

=

(
G(ti−2k+α, si(t), s1(t), . . . , sn(t))

G(s0(t), s1(t), . . . , sn(t))

)
. (6.7)
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Hence, according to Equations (6.6) and (5.5) we have

‖eIαi ‖2 =

∣∣∣∣∣∣Iαsi(t)−
n∑
j=0

Bijsj(t)

∣∣∣∣∣∣
2

≤

[(
−1

2

)i+j
(i− 1)!(j − 1)!

]

×
h( i

2 )∑
k=0

h( j
2 )∑

L=0

(
j

L

)(
i

k

)
(−1)k+L

1

(i− 2k − 1)!(j − 2L− 1)!

× 1

i+ j − 2L− 2k + α+ 1

∣∣∣∣∣∣ti−2k+α −
n∑
j=0

bjsj

∣∣∣∣∣∣
2

≤

[(
−1

2

)i+j
(i− 1)!(j − 1)!

]

×
h( i

2 )∑
k=0

h( j
2 )∑

L=0

(
j

L

)(
i

k

)
(−1)k+L

1

(i− 2k − 1)!(j − 2L− 1)!

× 1

i+ j − 2L− 2k + α+ 1

×
(
G(ti−2k+α, s0(t), s1(t), . . . , sn(t))

G(s0(t), s1(t), . . . , sn(t))

) 1
2

. (6.8)

By considering Theorem 6.2 and Equation (6.8), we can conclude that by increasing the number of the Mott bases
the vector eIα tends to zero.

7. Problem Statement And Approximate Method

Considering the following fractional optimal control problem

MinJ =

∫ 1

0

(A(t)x2(t) +B(t)u2(t) +Kx(t)u(t))dt, (7.1)

Mẋ(t) +N c
0D

α
t x(t) = Gx(t) +Hu(t) + f(t), (7.2)

x(0) = x0, x(1) = x1, (7.3)

here A(t), B(t) and f(t) are arbitary functions, (M,N) 6= (0, 0), G, H are real number and 0 < α ≤ 1.
We expand the fractional derivative of the state variable by the Mott basis ϕn(t):

c
0D

α
t x(t) ' Cϕn(t), (7.4)

u(t) ' Uϕn(t), (7.5)

f(t) ' Fϕn(t), (7.6)

where

C = [c0, c1, . . . , cn], (7.7)

U = [u0, u1, . . . , un], (7.8)

F = [f0, f1, . . . , fn]. (7.9)

Using (2.1),(2.4), and (7.3), x(t) can be represented as

x(t) = 0I
α
t
c
0D

α
t x(t) + x(0) ' (CP + d0)ϕn(t), (7.10)
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where P is the fractional operational matrix of integration of order α and

d0 = [x0, 0, . . . , 0]. (7.11)

We convert the dinamical system (7.2) to the linear system of algebraic equations, for this work derivating of (7.10)
we can expand ẋ(t) by ϕn(t)

ẋ(t) = (CP + d0)ϕ̇n(t) = (CP + d0)Dϕϕn(t), (7.12)

where ϕ̇n(t)=Dϕϕn(t) and Dϕ is the (n+1)(n+1) matrix of derivative for mott polynomials.
Using Eqs. (7.4), (7.5), (7.6), (7.10), and (7.12) the dynamical system (7.2) can also be approximated as

[M(CP + d0)Dϕ +NC −G(CP + d0)−HU − F ]ϕn(t) = 0, (7.13)

because Eq. (7.13) satisfy for any t ∈ [0, 1], therefor we can rewrite it as following

M(CP + d0)Dϕ +NC −G(CP + d0)−HU − F = 0. (7.14)

The boundary conditions x(0) = x0, x(1) = x1 can be expressed as

(CP + d0)ϕn(0)− x0 = 0, (CP + d0)ϕn(1)− x1 = 0. (7.15)

Using Eqs. (7.5) and (7.10), the performance index J can be approximated as

J ' J(C,U) =

∫ 1

0

A[(CP + d0)ϕn(t)]T [(CP + d0)ϕn(t)]

+B[Uϕn(t)]T [Uϕn(t)] +K(CP + d0)ϕn(t)Uϕn(t)dt. (7.16)

We find the extremum of Eq. (7.16) subject to Eqs. (7.14) and (7.15) using the Lagrange multiplier technique. Let

J∗[C,U, λ] = J [C,U ] + (M(CP + d0)Dϕ +NC −G(CP + d0)−HU − F )λ1+

((CP + d0)ϕn(0)− x0)λ2 + ((CP + d0)ϕn(1)− x1)λ3 (7.17)

Where λ = (λ1, λ2, λ3)T , is the unknown Lagrange multiplier. Now the necessary conditions for the extremum are:

∂J∗

∂C
= 0,

∂J∗

∂U
= 0,

∂J∗

∂λ
= 0. (7.18)

By solving the above equations we can obtain C,U, λ, therefore we determine the approximate solution of u(t), x(t)
and J (C, U) from Eqs. (7.5), (7.10), and (7.16) respectively.

8. Illustrative examples

Example 1. Consider the following time invariant problem [13]

Min J [u, x] =
1

2

∫ 1

0

(x2(t) + u2(t))dt,

s.t. Mẋ(t) +NDαx(t) = −x(t) + u(t),

x(0) = 1, x(1) = cosh(
√

2) + β sinh(
√

2).

Our aim is to find u(t) which minimizes the performance index J . In the above example, M,N ∈ Z. For this problem

if M = N =
1

2
we have the exact solution in the case when α = 1 given by

x(t) = cosh(
√

2t) + β sinh(
√

2t),

u(t) = (1 +
√

2β) cosh(
√

2t) + (
√

2 + β) sinh(
√

2t),

β = −cosh(
√

2) +
√

2 sinh(
√

2)√
2 cosh(

√
2) + sinh(

√
2)
.
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We approximate c
0D

α
t x(t) and u(t). Table 1 shows the comparison between the approximation of J obtained using the

proposed method. Table 2 gives absolute error of J for different values of n and α. Table 3 shows the absolute error
of J , x and u at α = 1 for different values of n. We give the absolute errors of x(t) and u(t) for different points of time
and various n, in Table 4, 5 respectively. In Fig.1, the state variable x(t) and the control variable u(t) are plotted for
α=1 and n=7. In Fig.2, the state variable x(t) and the control variable u(t) are plotted for n=7 and different values
of α. It is obvious that with an increase in the number of the Mott basis, the approximate values of x(t) and u(t)
converge to the exact solutions. The above example has been examined in [5, 22] and we compared the results of our

proposed method in addition to the boundary condition x(1) = cosh(
√

2) + β sinh(
√

2) with them in Tables 6, 7.

Table 1. Approximation values of J for different values of n and α = 1

Japp

Jexa 0.19290929809316939551045653581209

n = 3 0.19293160583704199191480518207803
n = 4 0.19290944502411001949205070347135
n = 5 0.19290929895768201956519266447379
n = 6 0.19290929809570833705583811624937
n = 7 0.19290929809317702847229738197273

Table 2. Absolute error of J for different values of n and α

α
n

3 4 5 6 7

0.8 1.1681e− 2 1.2691e− 2 1.2791e− 2 1.2932e− 2 1.2916e− 2
0.9 6.1291e− 3 6.5737e− 3 6.61e− 3 6.6677e− 3 6.6605e− 3
0.99 6.4157e− 4 6.8641e− 4 6.8791e− 4 6.8879e− 4 6.8869e− 4

1 2.2308e− 5 1.4693e− 7 8.6451e− 10 2.5389e− 12 7.633e− 15

Table 3. Absolute errors of J , x and u at α = 1 for different values of n

n
error |Je − Ja| |xe − xa| |ue − ua|

4 1.469e− 7 4.295e− 5 5.404e− 4
6 2.539e− 12 1.232e− 7 2.25e− 6
8 7.633e− 15 5.851e− 9 1.235e− 7

Our results that are achieved with much less computational work, are agreement with the results obtained in [5, 22]
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Table 4. Absolute error of x(t) for different points of time and various n

t
n

3 4 5 6 7

0 0 0 0 0 0
0.1 9.2597e− 4 4.4768e− 5 9.6889e− 7 5.5214e− 8 6.2087e− 9
0.2 5.695e− 4 2.113e− 5 3.7412e− 6 1.486e− 7 3.9971e− 10
0.3 2.0442e− 4 6.502e− 5 2.437e− 6 9.6583e− 8 9.0355e− 9
0.4 8.3651e− 4 4.9899e− 5 2.103e− 6 1.8505e− 7 8.8922e− 10
0.5 1.033e− 3 4.2355e− 6 4.2358e− 6 9.3461e− 9 9.1735e− 9
0.6 7.3287e− 4 5.3733e− 5 1.7316e− 6 1.8648e− 7 1.9123e− 10
0.7 7.9429e− 5 5.997e− 5 2.6123e− 6 7.8992e− 8 8.9139e− 9
0.8 6.0473e− 4 1.3943e− 5 3.4451e− 6 1.4712e− 7 7.0845e− 10
0.9 8.3847e− 4 4.2732e− 5 1.0677e− 6 4.3106e− 8 5.4989e− 9
1 1.6307e− 10 1.5307e− 10 4.7693e− 10 1.8907e− 10 2.4493e− 10

Table 5. Absolute error of u(t) for different points of time and various n

t
n

3 4 5 6 7

0 1.9402e− 2 1.7698e− 3 1.4643e− 4 8.6165e− 6 5.0019e− 7
0.1 2.0581e− 3 3.8303e− 4 5.7045e− 5 3.3456e− 6 1.2129e− 7
0.2 6.2553e− 3 6.9762e− 4 2.3373e− 5 1.3901e− 6 1.5768e− 7
0.3 7.9343e− 3 2.1108e− 4 3.6761e− 5 2.448e− 6 3.3571e− 9
0.4 5.2644e− 3 3.5971e− 4 4.3298e− 5 6.0057e− 7 1.413e− 7
0.5 4.3739e− 4 5.998e− 4 1.724e− 6 2.5209e− 6 3.66e− 9
0.6 4.4305e− 3 3.7966e− 4 4.0756e− 5 6.9307e− 7 1.3835e− 7
0.7 7.2848e− 3 1.5971e− 4 3.7064e− 5 2.2861e− 6 1.0064e− 8
0.8 6.1187e− 3 6.2051e− 4 1.8956e− 5 1.3784e− 6 1.5025e− 7
0.9 1.0396e− 3 3.6085e− 4 5.273e− 5 3.0178e− 6 1.0864e− 7
1 1.6139e− 2 1.4932e− 3 1.3015e− 4 7.6575e− 6 4.5872e− 7

Table 6. Comparison of the value of J for α = 1

n Present Method Method[22]
J error of J J[22] error of J[22]

7 0.1929092980931770284722971 7.6e-15 0.1929092980957083369557418 2.5e-12
8 0.1929092980931770284432020 7.6e-15 0.1929092980931770283741513 7.6e-15
9 0.1929092980931694000830916 4.5e-18 0.1929092980931694000830882 1.3e-17

Example 2. Consider the following fractional optimal control problem (FOCP)[14]:

MinJ [u, x] =

∫ 1

0

(tu(t)− (α+ 2)x(t))2dt,

subject to the dynamical fractional control system

ẋ(t) + c
0D

α
t x(t) = u(t) + t2,
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Table 7. Absolute error of x(t) with comparison to Ref.[5]

t Present Method Method[5]
n=6 n=7 n=8 J=6 J=7 J=8

0 0.0 0.0 0.0 0.0 0.0 0.0
0.1 5.52e-8 6.20e-9 6.23e-09 2.05e-5 5.07e-6 1.26e-6
0.2 1.48e-7 3.99e-10 4.60e-10 1.67e-5 4.14e-6 1.03e-6
0.3 9.65e-8 9.03e-9 8.94e-09 1.36e-5 3.36e-6 8.35e-7
0.4 1.85e-7 8.89e-10 1.01e-09 1.09e-6 2.69e-6 6.68e-7
0.5 2.52e-6 3.66e-9 9.33e-09 8.54e-6 2.11e-6 5.23e-7
0.6 6.93e-7 1.38e-7 3.89e-10 6.54e-6 1.60e-6 3.99e-7
0.7 7.89e-8 8.91e-9 8.67e-09 4.75e-6 1.17e-6 2.90e-7
0.8 1.47e-7 7.08e-10 9.96e-10 3.24e-6 7.87e-7 1.94e-7
0.9 4.31e-8 5.49e-9 5.83e-09 1.84e-6 4.44e-7 1.09e-7
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Figure 1. Absolute errors of u(t) , x(t) for Example1 with n=7 and α=1 .

and the boundary conditions

x(0) = 0, x(1) =
2

Γ(α+ 3)
,

the exact solution is given by

(x(t), u(t)) = (
2tα+2

Γ(α+ 3)
,

2tα+1

Γ(α+ 2)
).

The results for α = 0.5 and n = 3 are plotted in Figure 3. In Figure 4, we give absolute errors of the exact and
approximate control (left) and state (right) for α=1 and n=8. Table 8 shows the error of J for different values of α
and n. Absolute errors of x(t), u(t) are listed for different points of time and α in Tables 9 and 10. Table 11 shows
the errors of x(t), u(t) for different values of n when α=0.5 .



766 S. A. ALAVI, A. HAGHIGHI, A. YARI, AND F. SOLTANIAN

t

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

u
(t

)

-0.4

-0.35

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

0

u
0.8

u
0.9

u
0.99

u
1

(a) Approximate of u(t), α=0.8,0.9,0.99,1

t

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

x
(t

)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x
0.8

x
0.9

x
0.99

x
1

(b) Approximate of x(t) , α=0.8,0.9,0.99,1

Figure 2. Approximate solution of u(t) , x(t) for Example1 with n=7 and different values of α .

Table 8. Absolute error of J for different values of n and α

α
n

3 4 5 6 7 8

0.3 9.5161e− 6 5.2402e− 7 5.6001e− 8 9.1729e− 9 1.9609e− 9 5.6001e− 10
0.5 1.0997e− 5 4.4238e− 7 3.2496e− 8 5.0758e− 9 1.0237e− 9 2.5684e− 10
0.7 7.1661e− 6 2.1146e− 7 8.5937e− 9 1.4777e− 9 2.7575e− 10 5.1312e− 11
0.9 1.5386e− 6 3.4931e− 8 6.009e− 10 1.897e− 10 4.6145e− 11 6.993e− 12
0.99 2.2185e− 8 4.5829e− 10 4.8944e− 12 3.0198e− 12 2.2075e− 12 3.2225e− 12

1 2.2041e− 39 8.2652e− 40 3.8571e− 39 4.4999e− 39 4.5918e− 39 6.2448e− 39
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Table 9. Absolute error of x(t) for different points of time and n = 8

t
α

0.3 0.5 0.7 0.9 0.99 1

0 0 0 0 0 0 0
0.1 2.26e− 4 1.881e− 4 1.497e− 4 1.904e− 4 3.85e− 5 5.421e− 20
0.2 8.612e− 4 7.042e− 4 5.123e− 4 5.668e− 4 1.08e− 4 4.337e− 19
0.3 1.805e− 3 1.438e− 3 9.745e− 4 9.701e− 4 1.753e− 4 0
0.4 2.982e− 3 2.301e− 3 1.418e− 4 1.169e− 3 1.867e− 4 3.469e− 18
0.5 4.318e− 3 3.2e− 3 1.702e− 3 8.526e− 4 6.4e− 5 0
0.6 5.773e− 3 4.08e− 3 1.722e− 3 2.394e− 4 2.618e− 4 1.388e− 17
0.7 7.31e− 3 4.918e− 3 1.474e− 3 2.085e− 3 7.863e− 4 0
0.8 8.873e− 3 5.733e− 3 1.141e− 3 4.086e− 3 1.347e− 3 2.776e− 17
0.9 1.038e− 2 6.608e− 3 1.195e− 3 4.717e− 3 1.518e− 3 0
1 1.172e− 2 7.71e− 3 2.504e− 3 1.134e− 3 4.953e− 4 0

Table 10. Absolute error of u(t) for different points of time and n = 8

t
α

0.3 0.5 0.7 0.9 0.99 1

0 4.018e− 3 2.525e− 3 1.091e− 3 2.291e− 4 1.702e− 4 4.744e− 21
0.1 8.123e− 2 4.796e− 3 4.096e− 3 5.563e− 3 1.183e− 3 0
0.2 1.813e− 1 8.693e− 3 6.866e− 3 8.207e− 3 1.61e− 3 0
0.3 2.823e− 1 1.202e− 2 8.784e− 3 9.374e− 3 1.739e− 3 0
0.4 3.781e− 1 1.440e− 2 9.581e− 3 8.485e− 3 1.399e− 3 0
0.5 4.66e− 1 1.598e− 2 9.182e− 3 4.943e− 3 3.866e− 3 0
0.6 5.445e− 1 1.7e− 2 7.745e− 3 1.161e− 3 1.307e− 3 0
0.7 6.122e− 1 1.758e− 2 5.693e− 3 8.635e− 3 3.361e− 3 0
0.8 6.681e− 1 1.791e− 2 3.848e− 3 1.481e− 2 5.03e− 3 0
0.9 7.113e− 1 1.835e− 2 3.584e− 3 1.52e− 2 5.043e− 3 0
1 7.411e− 1 1.924e− 2 6.741e− 3 3.302e− 3 1.476e− 3 0

Table 11. Errors of the state and the control for different values of n, in α=0.5

Table a. n=2

error
Methods

presented method method[14]

Error of stste 1.1e− 4 1.2e− 4
Error of control 6.6e− 3 7.1e− 3

Table b. n=3

error
Methods

presented method method[14]

Error of stste 6.7e− 7 7.1e− 7
Error of control 9.2e− 5 9.6e− 5

Example 3. Consider the following FOCP [14]:

MinJ [u, x] =

∫ 1

0

(u(t)− x(t))2dt,
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Table c. n=4

error
Methods

presented method method[14]

Error of stste 2.7e− 8 2.8e− 8
Error of control 7.8e− 6 7.9e− 6
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Figure 3. Comparison between exact and approximate solutions u(t) , x(t) for Example 2 with
α=0.5 and n=3.
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Figure 4. Absolute errors of u(t) and x(t) for Example 2 with α=1 and n=8.

subject to the fractional dynamical control system

ẋ(t) + c
0D

α
t x(t) = u(t)− x(t) +

6tα+2

Γ(α+ 3)
+ t3,
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and the boundary conditions

x(0) = 0, x(1) =
6

Γ(α+ 4)
,

the exact solution is given by

(x(t), u(t)) = (
6tα+3

Γ(α+ 4)
,

6tα+3

Γ(α+ 4)
).

The results for different values of α and n are plotted in Figures 5, 6. We show Approximate solutions of u(t) and
x(t) In Figure 7. Tables 12-14 show the errors for different values of α and n. Table 15 shows the errors of x(t), u(t)
for α = 0.5 and n = 2, 3, 4.

Table 12. Absolute error of J for different values of n and α

α
n

3 4 5 6 7 8

0.3 1.4518e− 4 1.7149e− 6 5.6001e− 8 9.1729e− 9 1.9609e− 9 5.6001e− 10
0.5 3.4757e− 4 1.9903e− 6 3.2496e− 8 5.0758e− 9 1.0237e− 9 2.5684e− 10
0.7 6.2451e− 4 1.2449e− 6 8.5937e− 9 1.4777e− 9 2.7575e− 10 5.1312e− 11
0.9 1.0689e− 3 2.3598e− 7 6.009e− 10 1.897e− 10 4.6145e− 11 6.993e− 12
0.99 2.2185e− 8 3.0979e− 9 4.8944e− 12 3.0198e− 12 2.2075e− 12 3.2225e− 12

1 2.2041e− 39 3.5117e− 74 3.8571e− 39 4.4999e− 39 4.5918e− 39 6.2448e− 39

Table 13. Absolute error of x(t) for different points of time and n = 8

t
α

0.3 0.5 0.7 0.9 0.99 1

0 0 0 0 0 0 0
0.1 2.26e− 4 1.881e− 4 1.497e− 4 1.904e− 4 3.85e− 5 5.421e− 20
0.2 8.612e− 4 7.042e− 4 5.123e− 4 5.668e− 4 1.08e− 4 4.337e− 19
0.3 1.805e− 3 1.438e− 3 9.745e− 4 9.701e− 4 1.753e− 4 0
0.4 2.982e− 3 2.301e− 3 1.418e− 4 1.169e− 3 1.867e− 4 3.469e− 18
0.5 4.318e− 3 3.2e− 3 1.702e− 3 8.526e− 4 6.4e− 5 0
0.6 5.773e− 3 4.08e− 3 1.722e− 3 2.394e− 4 2.618e− 4 1.388e− 17
0.7 7.31e− 3 4.918e− 3 1.474e− 3 2.085e− 3 7.863e− 4 0
0.8 8.873e− 3 5.733e− 3 1.141e− 3 4.086e− 3 1.347e− 3 2.776e− 17
0.9 1.038e− 2 6.608e− 3 1.195e− 3 4.717e− 3 1.518e− 3 0
1 1.172e− 2 7.71e− 3 2.504e− 3 1.134e− 3 4.953e− 4 0
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Table 14. Absolute error of u(t) for different points of time and n = 8

t
α

0.3 0.5 0.7 0.9 0.99 1

0 4.018e− 3 2.525e− 3 1.091e− 3 2.291e− 4 1.702e− 4 4.744e− 21
0.1 8.123e− 2 4.796e− 3 4.096e− 3 5.563e− 3 1.183e− 3 0
0.2 1.813e− 1 8.693e− 3 6.866e− 3 8.207e− 3 1.61e− 3 0
0.3 2.823e− 1 1.202e− 2 8.784e− 3 9.374e− 3 1.739e− 3 0
0.4 3.781e− 1 1.440e− 2 9.581e− 3 8.485e− 3 1.399e− 3 0
0.5 4.66e− 1 1.598e− 2 9.182e− 3 4.943e− 3 3.866e− 3 0
0.6 5.445e− 1 1.7e− 2 7.745e− 3 1.161e− 3 1.307e− 3 0
0.7 6.122e− 1 1.758e− 2 5.693e− 3 8.635e− 3 3.361e− 3 0
0.8 6.681e− 1 1.791e− 2 3.848e− 3 1.481e− 2 5.03e− 3 0
0.9 7.113e− 1 1.835e− 2 3.584e− 3 1.52e− 2 5.043e− 3 0
1 7.411e− 1 1.924e− 2 6.741e− 3 3.302e− 3 1.476e− 3 0

Table 15. Errors of the state and the control for different values of n, in α=0.5.

Table a. n=2

error
Methods

presented method method[14]

Error of stste 7.3e− 4 7.3e− 4
Error of control 4.4e− 2 5.2e− 2

Table b. n=3

error
Methods

presented method method[14]

Error of stste 2.5e− 6 2.5e− 6
Error of control 3.6e− 4 3.9e− 4

Table c. n=4

error
Methods

presented method method[14]

Error of stste 8.2e− 9 8.4e− 9
Error of control 2.1e− 6 2.2e− 6

9. Conclusion

In the present paper, we developed an efficient and accurate method for solving a class of fractional optimal
control problems. The Mott polynomials operational matrices of fractional integration were derived for constrained
optimization and applied to reduce the problem to the problem of solving a system of algebraic equations. A general
procedure of forming this matrix was given. Illustrative examples demonstrate the validity and applicability of the
new method. We exert Matlab for computations in this paper.
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Figure 5. Absolute errors of u(t) and x(t) for Example 3 with α=1 and n=4.
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Figure 6. Absolute errors of u(t) and x(t) for Example 3 with α=0.3 and n=4.
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Figure 7. Approximate solutions of u(t) and x(t) of Example 3 with n=4 and different values of α.
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