
Research Paper
Computational Methods for Differential Equations
http://cmde.tabrizu.ac.ir
Vol. 10, No. 2, 2022, pp. 549-566
DOI:10.22034/cmde.2021.40523.1766

Dynamics of combined soliton solutions of unstable nonlinear fractional-order Schrödinger
equation by beta-fractional derivative

Majid Bagheri and Ali Khani∗
Faculty of Science, Department of Applied Mathematics, Azarbaijan Shahid Madani University, Tabriz, Iran.

Abstract
In this article, a new version of the trial equation method is suggested. This method allows new exact solutions
of the nonlinear partial differential equations. The developed method is applied to unstable nonlinear fractional-
order Schrödinger equation in fractional time derivative form of order α. Some exact solutions of the fractional-
order fractional PDE are attained by employing the new powerful expansion approach using by beta-fractional
derivatives which are used to get many solitary wave solutions by changing various parameters. New exact
solutions are expressed with rational hyperbolic function solutions, rational trigonometric function solutions,
1-soliton solutions, dark soliton solitons, and rational function solutions. We can say that unstable nonlinear
Schrödinger equation exist different dynamical behaviors. In addition, the physical behaviors of these new exact
solutions are given with two and three dimensional graphs.
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1. Introduction

Solitary wave theory plays an important role in explaining the solutions of nonlinear partial differential equations.
Acquiring solutions of the partial differential equations helps us to understand many physical phenomena that ap-
pears in diversified scientific fields like in optical fibers, chemical kinematics, fluid mechanics, plasma physics, chemical
physics, solid-state physics and so on. These physical phenomena is examined by obtaining the exact solutions of
nonlinear ordinary and partial differential equations. Investigation of the exact solutions and dynamics of partial
differential equations has been done by many researchers in several areas of sciences.
Some methods have suggested for solutions of the partial differential equations such as tanh function method, Hirota
bilinear method, exp- function method, G’/G-expansion method, trial equation method, improved G’/G-expansion
method, extended trial equation method, multiple extended trial equation method, Weierstrass elliptical function ex-
pansion method, Jacobian elliptical function method, first integral method, modified Kudryashov method, generalized
Kudrayshov method and F-expansion method [1–3, 15–17, 20–25, 30, 33, 34, 39–50, 52, 53, 55, 57, 58, 60].
Ma and Fuchssteiner [38] proposed a powerful method to find the exact solutions of partial differential equations.
Their main purpose was to extend the solution functions of a solvable differential equation to polynomial or rational
polynomial functions. In the recent years, this proposed method was improved by many researchers. Liu developed
this approach called as a trial equation method and implemented to some evolution differential equations [32–34].
Recently this approach was further developed and called as extended trial equation method by Gurefe et al [21] and
Pandir et al [46]. Pandir and Gurefe implemented a more general form of the extended trial equation method to
partial differential equations and attained new and different exact solutions.
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In this article, we present a new version of the trial equation method and then implement this method to the unstable
nonlinear Schrödinger equation. A new version of the trial equation method will give us to find combined soliton
functions and combined jacobi elliptic functions together in the solution function. With the improved new method
has been tried to be attained new and different solutions not found in the literature. We will investigate the solutions
of the following unstable nonlinear Schrödinger equation

iDα
t u+ uxx + 2λ|u|2u− 2γu = 0, 0 ≤ α < 1, λ, γ ∈ R, (1.1)

where λ and γ are arbitrary real constants that explain marginally the development of deteriorations in stable or
unstable environments over time[11, 31]. Here, u is a complex function based on the x and t arguments that provide
the Eq. (1.1). The unstable nonlinear Schrodinger equation is a type of nonlinear Schrodinger equation that occurs
with the displacement of space and time variables. The behavior of this type refers to two-layer baroque clinical
instability and lossless symmetrical two-flow plasma instability. Tebue et al. achieved exact solutions using the new
Jacobi elliptic function rational expansion method and exponential rational function method [56]. In [29], Ismael et al
investigated the dynamic characteristics of nonlinear models that appear in ocean science. Silambarasan and co-workers
[54] employed the F expansion method to the far-field equation and studied on the properties of longitudinal strain
waves travelling in the cylindrical rod. Authors of [27] investigated soliton solutions for the conformable nonlinear
differential equation governing wave-propagation in low-pass electrical transmission lines. In the valuable works some
of researchers studied on solve the nonlinear partial differential equations [14, 18, 19, 26–28, 59]. Also, some researchers
worked the vigorous study on fractional partial differential equations or nonlinear PDEs in which the interested readers
can see herein [4–10].
The rest of the article is regulated as follows: in section 2, a new version of the trial equation method for partial
differential equations is acquainted. Then we implement improved method to the unstable nonlinear Schrödinger
equation in section 3. Finally, the conclusions are given in section 4.

2. Initial Definitions

Definition 2.1. Definition of β-derivative: Suppose χ : [0; 1) → R, then the β derivative of χ of order α is defined as

Dα
t (χ)(t) = lim

ϵ→0

χ

[
t+ ϵ

(
t+ 1

Γ(α)

)1−α]
− χ(t)

ϵ
, α ∈ (0, 1], t > 0. (2.1)

The properties and new theorems will used as follow:

Theorem 2.2. Suppose α ∈ (0, 1]; χ, ψ be α-differentiable at a point t, therefore we will
(1) Dα

t (aχ(t) + bψ(t)) = aDα
t (χ(t)) + bDα

t (ψ(t)), for a, b ∈ R.
(2) Dα

t (c) = 0, for c ∈ R.
(3) Dα

t (χ(t)ψ(t)) = χ(t)Dα
t (ψ(t)) + ψ(t)Dα

t (χ(t)).

(4) Dα
t (

χ(t)
ψ(t) ) =

χ(t)Dα
t (ψ(t))−ψ(t)Dα

t (χ(t))
ψ2(t) .

(5) Dα
t χ(t) =

(
t+ 1

Γ(α)

)1−α
dχ(t)
dt .

Theorem 2.3. Suppose χ : [0; 1) → R; be a function such that χ is differentiable and also α-differentiable. Assume
ψ be a differentiable function defined in the range of χ. Therefore, we have

Dα
t (χoψ)(t) =

(
t+

1

Γ(α)

)1−α

ψ′(t)χ′(ψ(t)), (2.2)

where prime denotes the classical derivatives with respect to t.

The proofs of the above β-derivative properties were obviously presented in [12]. Also, improvement of fractional
derivative have been made in works of Atangana and Baleanu in Refs. [13, 51].
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3. Methodology

In this section, we give a description for the direct truncation method and introduce it for partial differential
equation.
For a given partial differential equation

P (u, ux, uxx, ..., D
α
t u,D

α
xu,D

α
xxu, ...) = 0, 0 < α ≤ 1. (3.1)

Using a transformation

u(x, t) = u(ϕ), ϕ = kx+
l

α

(
t+

1

Γ(α)

)α
, (3.2)

where k and l are constants to be determined later, we can rewrite equation Eq. (3.1) in the following nonlinear ODE

Q(u, ku′, k2u′′, ..., lu′, ...) = 0, (3.3)
where the prime denotes derivative with respect to ϕ. If possible, integrate Eq. (3.3) term by term one or more times.
This yields constants of integration. For simplicity, the integration constants can be set to zero. Suppose g has the
following truncation form

g(ϕ) =

∑τ
j=0 ajξ(ϕ)

j

ζ(ϕ)τ
, (3.4)

in which ξ(ϕ) and ζ(ϕ) are introduced as below form
ξ(ϕ) = p1F (χ(ϕ)) + q1G(χ(ϕ)) + r1,

ζ(ϕ) = p2F (χ(ϕ)) + q2G(χ(ϕ)) + r2,

u(ξ) = g(ϕ) =

∑τ
j=0 aj (p1F (χ(ϕ)) + q1G(χ(ϕ)) + r1)

j

(p2F (χ(ϕ)) + q2G(χ(ϕ)) + r2)
τ , (3.5)

where aj , p1, q1, r1, p2, q2, r2 are constants to be determined, χ(ϕ) is given and F , G are functions determined by an
ordinary differential system, or F , G are functions given by direct ansatz such that their derivations are combinations
of F and G, and χ(ϕ) is determined by an ordinary differential equation

dχ(ϕ)

dϕ
= H(χ(ϕ)) = LF (χ(ϕ)) +MG(χ(ϕ)) +N, (3.6)

in which the function H is also given by a direct ansatz according to the context, the exponent τ is determined by
utilizing homogeneous balance method in Eq. (3.1). The value τ is determined by equalizing the maximum order
nonlinear term and the maximum order partial derivative term appearing in (3.3). If τ is the rational, then the
appropriate transformations can be applied to conquer these hurdles. Substituting (3.5), (3.6) into (3.4) leads to a
polynomial in F (ϕ) and G(ϕ), then set the coefficients of F i(ϕ)Gj(ϕ) and the constant term to be zero to get a system
of algebraic equations on the unknown parameters in H together with the unknown numbers aj , p1, q1, r1, p2, q2, r2 for
j = 0, 1, ..., τ , by solving the system one can get aj , p1, q1, r1, p2, q2, r2 and the unknown parameters in H, then solving
Eq. (3.6) to get χ(ϕ) and the solutions of Eq. (3.1) can be obtained.

4. Application to unstable nonlinear fractional order form Schrödinger equation

The given section deals with application of new powerful expansion technique by determining the traveling wave
form solutions of fractional order Schrödinger equation. In order to apply the new version trial equation method to
the Eq. (1.1), first let’s take traveling wave transformation

u(x, t) = eiϕΨ(ξ), ξ = x+
ν

α

(
t+

1

Γ(α)

)α
, (4.1)
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applying aforementioned method. By using the fractional beta complex transform

ϕ = βx+
µ

α

(
t+

1

Γ(α)

)α
,

Eq. (1.1) is reduced to an ODE as
Ψ′′ − (β2 + µ+ 2γ)Ψ + 2λΨ3 = 0. (4.2)

where β, µ and ν = −2β are constants. Balancing the Ψ′′ and Ψ3 by employing the homogenous principle, we get
M + 2 = 3M, ⇒M = 1. (4.3)

4.1. Case I:. Then the exact solution will be as

Ψ(ξ) =
e2χ(ξ)a1p1 + eχ(ξ)a1q1 + a1r1 + a0

p2e2χ(ξ) + q2eχ(ξ) + r2
. (4.4)

Inserting (4.4) in to Eq. (4.2), we obtain((
p2e

2χ(ξ) + q2e
χ(ξ) + r2

)3)−1 18∑
n=0

Cn exp(nχ (ξ)) = 0, (4.5)

where Cn(0 ≤ n ≤ 18) are polynomial statements in terms of a0, a1, p1, p2, q1, q2, r1 and r2. Hence, solving the resulting
system Cn = 0(0 ≤ n ≤ 18) simultaneously, we acquire the below set of parameters of solutions
Set I:

L = 0, N = 0, M =
a1p1

√
−λ

q2
, β = β, a0 = −a1r1, q1 = r2 = 0, (4.6)

µ = −β2 − 2γ, a1 = a1, p1 = p1, p2 = p2, q2 = q2, r1 = r1.

We, therefore, gained the following generalized solitary solution

u1(ϕ, ξ) =

[
a1e

χ(ξ)p1
eχ(ξ)p2 + q2

]
eiϕ, χ (ξ) = ln

(
− 1

M (ξ)

)
, (4.7)

in which

ϕ = βx− β2 + 2γ

α

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.8)

Set II:

L = 0, M =M, N = N, β = β, a0 = −a1r1, a1 =
q2N

2q1
√
−λ

, r2 = 0, (4.9)

µ = −1

2
N2 − β2 − 2γ, a1 = a1, p1 =

(2Mq2 −Np2) q1
Nq2

, p2 = p2, q1 = q1, q2 = q2, r1 = r1.

We, therefore, gained the following generalized solitary solution

u2(ϕ, ξ) =

[
1

2

2Meχ(ξ)q2 −Neχ(ξ)p2 +Nq2√
−λ
(
eχ(ξ)p2 + q2

) ]
eiϕ, χ (ξ) = N (ξ + C) + ln

(
− N

−1 +MeN(ξ+C)

)
, (4.10)

in which

ϕ = βx−
1
2N

2 + β2 + 2γ

α

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.11)

Set III:

L = 0, N = 0, M =
a1p1

√
−λ

q2
, β = β, a0 = −a1r1, q1 = q1, r2 = r2, (4.12)

µ = −β2 − 2γ, a1 = a1, p1 = p1, p2 = − (p1r2 − q1q2) p1
q12

, q2 = q2, r1 = r1.
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Figure 1. The 3D plot of (4.7) at: β = 0.1, γ = −1, a1 = −1, p1 = 1, p2 = 1.5 q2 = 1,M = −1, λ = −1
when (f1): α = 0.25, (f2): α = 0.5, (f3): α = 0.85, and (f4): α = 0.99.

We, therefore, gained the following generalized solitary solution

u3(ϕ, ξ) =

[
− eχ(ξ)a1q1

2

eχ(ξ)p1r2 − eχ(ξ)q1q2 − q1r2

]
eiϕ, χ (ξ) = ln

(
− 1

Mξ

)
, (4.13)

in which

ϕ = βx− β2 + 2γ

α

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.14)

Set IV:

L = 0, M =
Np1
q1

, N = N, β = β, a0 = −a1r1, a1 =
q2N

2q1
√
−λ

, r2 = 0, (4.15)

µ = N2 − β2 − 2γ, a1 = a1,

p1 =
(2Mq2 −Np2) q1

Nq2
, p2 =

1

4

λa1
2q1

4 + 4N2p1
2r2

2

q12N2r2
,

q1 = q1, q2 = 2
p1r2
q1

, r1 = r1.
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We, therefore, gained the following generalized solitary solution

u4(ϕ, ξ) =

[
4

N2eχ(ξ)a1q1
2r2
(
eχ(ξ)p1 + q1

)
e2χ(ξ)λa12q14 + 4N2e2χ(ξ)p12r22 + 8 eχ(ξ)p1r22q1N2 + 4 q12N2r22

]
eiϕ, (4.16)

χ (ξ) = N (ξ + C) + ln

(
− N

−1 + Np1
q1

eN(ξ+C)

)
,

in which

ϕ = βx− −N2 + β2 + 2γ

α

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.17)

Set V:

L = 0, M = 0, N =

√
−λ (a1r1 + a0)

r2
, β = β, µ = −−2λa1

2r1
2 + β2r2

2 − 4λa0a1r1 + 2 γ r2
2 − 2λa0

2

r22
,

(4.18)

a0 = a0, a1 = a1, p1 = −p2 (a1r1 + a0)

a1r2
, p2 = p2, q1 = q2 = 0, r1 = r1, r2 = r2.

We, therefore, gained the following generalized solitary solution

u5(ϕ, ξ) =

[
−e2χ(ξ)a1p2r1 + e2χ(ξ)a0p2 − a1r1r2 − a0r2(

p2e2χ(ξ) + r2
)
r2

]
eiϕ, χ (ξ) =

√
−λ (a1r1 + a0)

r2
(ξ + C) , (4.19)

in which

ϕ = βx−−2λa1
2r1

2 + β2r2
2 − 4λa0a1r1 + 2 γ r2

2 − 2λa0
2

αr22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.20)

Set VI:

L = 0, M = 0, N =
2
√
−λ (a1r1 + a0)

r2
, β = β, µ = −−2λa1

2r1
2 + β2r2

2 − 4λa0a1r1 + 2 γ r2
2 − 2λa0

2

r22
,

(4.21)

a0 = a0, a1 = a1, p1 = −1

4

−a12q12r22 + a1
2q2

2r1
2 + 2 a0a1q2

2r1 + a0
2q2

2

a1 (a1r1 + a0) r22
,

p2 =
1

4

−a12q12r22 + a1
2q2

2r1
2 + 2 a0a1q2

2r1 + a0
2q2

2

r2 (a12r12 + 2 a0a1r1 + a02)
, q1 = q2 = 0, r1 = r1, r2 = r2.

We, therefore, gained the following generalized solitary solution

u6(ϕ, ξ) =

[
−
(a1r1 + a0)

(
−a1eχ(ξ)q1r2 + a1e

χ(ξ)q2r1 + eχ(ξ)a0q2 − 2 a1r1r2 − 2 a0r2
)

r2
(
−a1eχ(ξ)q1r2 + a1eχ(ξ)q2r1 + eχ(ξ)a0q2 + 2 a1r1r2 + 2 a0r2

) ]
eiϕ, (4.22)

χ (ξ) =
2
√
−λ (a1r1 + a0)

r2
(ξ + C) ,

in which

ϕ = βx−−2λa1
2r1

2 + β2r2
2 − 4λa0a1r1 + 2 γ r2

2 − 2λa0
2

αr22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.23)

Set VII:

L = 0, M =

√
−λa0q2
r22

, N = 2

√
−λa0
r2

, β = β, a0 = a0, a1 = 0, p2 = 0, (4.24)
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µ = −β
2r2

2 + 2 γ r2
2 − 2λa0

2

r22
, p1 = p1, r2 = r2, q1 = q1, q2 = q2, r1 = r1.

We, therefore, gained the following generalized solitary solution

u7(ϕ, ξ) =

[
a0

q2eχ(ξ) + r2

]
eiϕ, χ (ξ) = 2

√
−λa0
r2

(ξ + C) + ln

−
2

√
−λa0
r2

−1 +
√
−λa0q2
r22 e2

√
−λa0
r2

(ξ+C)

 , (4.25)

in which

ϕ = βx− β2r2
2 + 2 γ r2

2 − 2λa0
2

αr22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.26)

4.2. Case II:. Then the exact solution will be as

Ψ(ξ) =
sinh (χ (ξ)) a1p1 + cosh (χ (ξ)) a1q1 + a1r1 + a0

p2 sinh (χ (ξ)) + q2 cosh (χ (ξ)) + r2
. (4.27)

Inserting (4.27) in to Eq. (4.2), we obtain(
(p2 sinh (χ (ξ)) + q2 cosh (χ (ξ)) + r2)

3
)−1 ∑

i+j=5

Cij sinh
i(χ (ξ)) coshj(χ (ξ)) = 0, (4.28)

where Cij(i + j = 5, 0 ≤ i, j ≤ 5) are polynomial statements in terms of a0, a1, p1, p2, q1, q2, r1 and r2. Hence, solving
the resulting system Cij = 0(i + j = 5, 0 ≤ i, j ≤ 5) simultaneously, we acquire the below set of parameters of solutions
Set I:

L = 0, M = 0, N =

√
−λp1a1
q2

, β = β, µ = −−2λa1
2p1

2 + β2q2
2 + 2 γ q2

2

q22
, (4.29)

a0 = −a1r1, a1 = 0, p1 = p1, p2 = 0, q1 = 0, q2 = q2, r1 = r1, r2 = 0.

We, therefore, gained the following generalized solitary solution

u1(ϕ, ξ) =

(
a1p1 sinh (χ (ξ))

q2 cosh (χ (ξ))

)
eiϕ, χ (ξ) =

√
−λp1a1
q2

(ξ + C), (4.30)

in which

ϕ = βx− −2λa1
2p1

2 + β2q2
2 + 2 γ q2

2

αq22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.31)

Set II:

L = 0, M = 0, N =
2
√
−λq1a1
q2

, β = β, µ = −−2λa1
2q1

2 + β2q2
2 + 2 γ q2

2

q22
, (4.32)

a0 = −a1 (q1r2 + q2r1)

q2
, a1 = a1, p1 = q1, p2 = q2, q1 = q1, q2 = q2, r1 = r1, r2 = r2.

We, therefore, gained the following generalized solitary solution

u2(ϕ, ξ) =

[
a1q1 (q2 cosh (χ (ξ)) + q2 sinh (χ (ξ))− r2)

q2 (q2 cosh (χ (ξ)) + q2 sinh (χ (ξ)) + r2)

]
eiϕ, χ (ξ) =

2
√
−λq1a1
q2

(ξ + C), (4.33)

in which

ϕ = βx− −2λa1
2q1

2 + β2q2
2 + 2 γ q2

2

αq22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.34)

Set III:

L = 0, M = 0, N =
2
√
−λq1a1
q2

, β = β, µ = −−2λa1
2q1

2 + β2q2
2 + 2 γ q2

2

q22
, (4.35)
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a0 = −a1 (q1r2 + q2r1)

q2
, a1 = a1, p1 = −q1, p2 = −q2, q1 = q1, q2 = q2, r1 = r1, r2 = r2.

We, therefore, gained the following generalized solitary solution

u3(ϕ, ξ) =

[
a1q1 (q2 cosh (χ (ξ))− q2 sinh (χ (ξ))− r2)

q2 (−q2 cosh (χ (ξ)) + q2 sinh (χ (ξ)) + r2)

]
eiϕ, χ (ξ) =

2
√
−λq1a1
q2

(ξ + C), (4.36)

in which

ϕ = βx− −2λa1
2q1

2 + β2q2
2 + 2 γ q2

2

αq22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.37)

Set IV:

L = 0, M = 0, N =

√
λq1a1
q2

, β = β, µ = −−2λa1
2q1

2 + β2q2
2 + 2 γ q2

2

q22
, (4.38)

a0 = −a1r1, a1 = a1, p1 = −iq1, p2 = iq2, q1 = q1, q2 = q2, r1 = r1, r2 = 0.

Figure 2. The 3D plot of (4.30) at: β = 0.1, γ = −1, a1 = 1.5, p1 = 2, q2 = 1, λ = −1 when (f1): α = 0.25,
(f2): α = 0.5, (f3): α = 0.85, and (f4): α = 0.99.
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We, therefore, gained the following generalized solitary solution

u4(ϕ, ξ) =

−a1q1 (2 sinh (χ (ξ)) i cosh (χ (ξ))− 1)

q2

(
2 (cosh (χ (ξ)))

2 − 1
)

 eiϕ, χ (ξ) =

√
λq1a1
q2

(ξ + C), (4.39)

in which

ϕ = βx− −2λa1
2q1

2 + β2q2
2 + 2 γ q2

2

αq22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.40)

Set V:

L = 0, M = 0, N =

√
−λq1a1
p2

, β = β, µ = −−2λa1
2q1

2 + β2p2
2 + 2 γ p2

2

p22
, (4.41)

a0 = −a1r1, a1 = a1, p1 =
q1q2
p2

, p2 = p2, q1 = q1, q2 = q2, r1 = r1, r2 = 0.

We, therefore, gained the following generalized solitary solution

u5(ϕ, ξ) =

[
q1a1 (cosh (χ (ξ)) p2 + q2 sinh (χ (ξ)))

(p2 sinh (χ (ξ)) + q2 cosh (χ (ξ))) p2

]
eiϕ, χ (ξ) =

√
−λq1a1
p2

(ξ + C), (4.42)

in which

ϕ = βx− −2λa1
2q1

2 + β2p2
2 + 2 γ p2

2

αp22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.43)

Set VI:

L = 0, M = 0, N =
2
√
−λq1a1
q2

, β = β, µ = −−8λa1
2q1

2 + β2q2
2 + 2 γ q2

2

q22
, (4.44)

a0 = −a1r1, a1 = a1, p1 = −2q1, p2 = −1

2
q2, q1 = q1, q2 = q2, r1 = r1, r2 = 0.

We, therefore, gained the following generalized solitary solution

u6(ϕ, ξ) =

[
2
q1a1 (cosh (χ (ξ))− 2 sinh (χ (ξ)))

q2 (− sinh (χ (ξ)) + 2 cosh (χ (ξ)))

]
eiϕ, χ (ξ) =

2
√
−λq1a1
q2

(ξ + C), (4.45)

in which

ϕ = βx− −8λa1
2q1

2 + β2q2
2 + 2 γ q2

2

αq22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.46)

Set VII:

L =
1

4a0

N2q2√
−λ

, M =
1

4a0

N2q2√
−λ

, N = N, β = β, µ = −1

2
N2 − β2 − 2 γ, (4.47)

a0 = a0, a1 = 0, p1 = p1, p2 = q2, q1 = q1, q2 = q2, r1 = r1, r2 = 2
a0
√
−λ

N
.

We, therefore, gained the following generalized solitary solution

u7(ϕ, ξ) =

 a0N
(
N cosh (χ (ξ)) q2 +N sinh (χ (ξ)) q2 + 2 a0λ√

−λ

)
2N2 (cosh (χ (ξ)))

2
q22 + 2N2 cosh (χ (ξ)) sinh (χ (ξ)) q22 −N2q22 + 4λa02

 eiϕ, (4.48)

χ (ξ) = 2arc tanh

(
8

√
− λa02(

−1 +Nq2eN(ϕ+C) − 4
√
−λa0eN(ϕ+C)

)2 eN(ϕ+C) − 1

)
,

in which

ϕ = βx+
− 1

2 N
2 − β2 − 2 γ

α

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.49)
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Figure 3. The 3D plot of (4.48) at: β = 0.1, γ = −1, a0 = 1.5, N = 5, q2 = 1, λ = −1 when (f1): α = 0.25,
(f2): α = 0.5, (f3): α = 0.85, and (f4): α = 0.99.

Set VIII:

L =
1

4a0

N2q2√
−λ

, M =
1

4a0

N2q2√
−λ

, N = N, β = β, µ = −1

2
N2 − β2 − 2 γ, (4.50)

a0 = a0, a1 = 0, p1 = p1, p2 = −q2, q1 = q1, q2 = q2, r1 = r1, r2 = 2
a0
√
−λ

N
.

We, therefore, gained the following generalized solitary solution

u8(ϕ, ξ) =

 a0N
(
N cosh (χ (ξ)) q2 −N sinh (χ (ξ)) q2 + 2 a0λ√

−λ

)
2N2 (cosh (χ (ξ)))

2
q22 − 2N2 cosh (χ (ξ)) sinh (χ (ξ)) q22 −N2q22 + 4λa02

 eiϕ, (4.51)

χ (ξ) = 2arc tanh

(
8

√
− λa02(

−1 +Nq2eN(ϕ+C) − 4
√
−λa0eN(ϕ+C)

)2 eN(ϕ+C) − 1

)
,

in which

ϕ = βx+
− 1

2 N
2 − β2 − 2 γ

α

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.52)
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Set IX:
L = L, M =M, N = N, β = β, µ = µ, (4.53)
a0 = −a1r1, a1 = a1, p1 = 0, p2 = p2, q1 = 0, q2 = q2, r1 = r1, r2 = r2.

We, therefore, gained the following generalized solitary solution
u9(ϕ, ξ) = 0. (4.54)

Set X:

L =

√
−λ (a1r1 + a0) q2

r22
, M =

√
−λ (a1r1 + a0) q2

r22
, N =

2
√
−λ (a1r1 + a0)

r2
, β = β, p2 = q2, q1 = 0,

(4.55)

µ = −−2λa1
2r1

2 + β2r2
2 − 4λa0a1r1 + 2 γ r2

2 − 2λa0
2

r22
,

a0 = a0, a1 = a1, p1 = 0, q2 = q2, r1 = r1, r2 = r2.

We, therefore, gained the following generalized solitary solution

u10(ϕ, ξ) =

(
a1r1 + a0

q2 sinh(χ(ξ)) + q2 cosh(χ(ξ)) + r2

)
eiϕ, (4.56)

χ (ξ) = 2arc tanh

(
1− 4 r2e

2
√

−λ(a1r1+a0)(ξ+C)
r2

(
1− e2

√
−λ(a1r1+a0)(ξ+C)

r2 (q2 − 2 r2)

)−1
)
,

in which

ϕ = βx−−2λa1
2r1

2 + β2r2
2 − 4λa0a1r1 + 2 γ r2

2 − 2λa0
2

αr22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.57)

Set XI:

L =

√
−λ (a1r1 + a0) q2

r22
, M =

√
−λ (a1r1 + a0) q2

r22
, N =

2
√
−λ (a1r1 + a0)

r2
, β = β, p2 = −q2, q1 = 0,

(4.58)

µ = −−2λa1
2r1

2 + β2r2
2 − 4λa0a1r1 + 2 γ r2

2 − 2λa0
2

r22
,

a0 = a0, a1 = a1, p1 = 0, q2 = q2, r1 = r1, r2 = r2.

We, therefore, gained the following generalized solitary solution

u11(ϕ, ξ) =

(
a1r1 + a0

−q2 sinh(χ(ξ)) + q2 cosh(χ(ξ)) + r2

)
eiϕ, (4.59)

χ (ξ) = 2arc tanh

(
1− 4 r2e

2
√

−λ(a1r1+a0)(ξ+C)
r2

(
1− e2

√
−λ(a1r1+a0)(ξ+C)

r2 (q2 − 2 r2)

)−1
)
,

in which

ϕ = βx−−2λa1
2r1

2 + β2r2
2 − 4λa0a1r1 + 2 γ r2

2 − 2λa0
2

αr22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.60)

Set XII:

L = L, M =M, N = N, β = β, µ = −−2λa1
2q1

2 + β2q2
2 + 2 γ q2

2

q22
, (4.61)

a0 =
a1 (q1r2 − q2r1)

q2
, a1 = a1, p1 =

p2q1
q2

, p2 = p2, q1 = q1, q2 = q2, r1 = r1, r2 = r2.
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We, therefore, gained the following generalized solitary solution

u12(ϕ, ξ) =

(
a1q1
q2

)
eiϕ, (4.62)

χ (ξ) = 2arc tanh

(
− tan

(
1
2 (ξ + C)

√
−L2 +M2 −N2

)√
−L2 +M2 −N2 + L

M −N

)
,

in which

ϕ = βx− −2λa1
2q1

2 + β2q2
2 + 2 γ q2

2

αq22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.63)

Set XIII:

L = L, M =M, N = N, β = β, µ = −1

2
N2 − β2 − 2 γ, (4.64)

a0 =
1

2

(2Mr1r2 −Nq1r2 −Nq2r1)
√
−λ

λ q1
, a1 =

1

2

2Mr2 −Nq2√
−λq1

,

p1 = q1, p2 = q2, q1 = q, q2 = q2, r1 = r1, r2 = r2.

We, therefore, gained the following generalized solitary solution

u13(ϕ, ξ) =

N( 12
(2Mr1r2−Nq1r2−Nq2r1)2√

−λ − 1
2
Nq1q2(sinh(χ(ξ))−cosh(χ(ξ)))(2Mr1r2−Nq1r2−Nq2r1)√

−λ )

2N2 cosh (χ (ξ)) q12q22 (sinh (χ (ξ))− cosh (χ (ξ))) +G

 eiϕ, (4.65)

G = 4M2r1
2r2

2 − 4MNq1r1r2
2 − 4MNq2r1

2r2 +N2q1
2q2

2 +N2q1
2r2

2 + 2N2q1q2r1r2 +N2q2
2r1

2,

χ (ξ) = 2arc tanh

(
− tan

(
1
2 (ξ + C)

√
−L2 +M2 −N2

)√
−L2 +M2 −N2 + L

M −N

)
,

in which

ϕ = βx+
− 1

2 N
2 − β2 − 2 γ

α

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.66)

Set XIV:

L =
λa1q1√
−λr2

, M =

√
−λq1a1
r2

, N = N, β = β, µ = −1

2
N2 − β2 − 2 γ, (4.67)

a0 =
1

2

−2
√
−λa1r1 +Nr2√

−λ
, a1 = a1, p1 = p1, p2 = 0, q1 = q1, q2 = 0, r1 = r1, r2 = r2.

We, therefore, gained the following generalized solitary solution

u14(ϕ, ξ) =

[
−1

2

−2λa1q1 sinh (χ (ξ))− 2λa1q1 cosh (χ (ϕ)) +N
√
−λr2

λ r2

]
eiϕ, (4.68)

χ (ξ) = 2arc tanh

(
2

√
− λN2r22(

−1 + eN(ϕ+C)
(
N
√
−λr2 + λa1q1

))2 eN(ϕ+C) − 1

)
,

in which

ϕ = βx+
− 1

2 N
2 − β2 − 2 γ

α

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.69)
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4.3. Case III:. Thereafter we search the exact solution with the below form

Ψ(ξ) =
sin (χ (ξ)) a1p1 + cos (χ (ξ)) a1q1 + a1r1 + a0

p2 sin (χ (ξ)) + q2 cos (χ (ξ)) + r2
. (4.70)

Inserting (4.70) in to Eq. (4.2), we obtain(
(p2 sin (χ (ξ)) + q2 cos (χ (ξ)) + r2)

3
)−1 ∑

i+j=5

Cij sin
i(χ (ξ)) cosj(χ (ξ)) = 0, (4.71)

where Cij(i + j = 5, 0 ≤ i, j ≤ 5) are polynomial statements in terms of a0, a1, p1, p2, q1, q2, r1 and r2. Hence, solving
the resulting system Cij = 0(i + j = 5, 0 ≤ i, j ≤ 5) simultaneously, we acquire the below set of parameters of solutions
Set I:

L = 0, M = 0, N =

√
−λp1a1
q2

, β = β, µ = −2λa1
2p1

2 + β2q2
2 + 2 γ q2

2

q22
, (4.72)

a0 = −a1r1, a1 = a1, p1 = p1, p2 = 0, q1 = 0, q2 = q2, r1 = r1, r2 = 0.

We, therefore, gained the following generalized solitary solution

u1(ϕ, ξ) =

(
a1p1 sin (χ (ξ))

q2 cos (χ (ξ))

)
eiϕ, χ (ξ) =

√
−λp1a1
q2

(ξ + C), (4.73)

in which

ϕ = βx− 2λa1
2p1

2 + β2q2
2 + 2 γ q2

2

αq22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.74)

Set II:

L = 0, M = 0, N =
2
√
−λq1a1
q2

, β = β, µ = −−2λa1
2q1

2 + β2q2
2 + 2 γ q2

2

q22
, (4.75)

a0 = −a1 (q1r2 + q2r1)

q2
, a1 = a1, p1 = iq1, p2 = iq2, q1 = q1, q2 = q2, r1 = r1, r2 = r2, i =

√
−1.

We, therefore, gained the following generalized solitary solution

u2(ϕ, ξ) =

[
q1a1

(
q2

2 + 2 iq2 sin (χ (ξ)) r2 − r2
2
)

q2 (q22 + 2 cos (χ (ξ)) q2r2 + r22)

]
eiϕ, χ (ξ) =

2
√
−λq1a1
q2

(ξ + C), (4.76)

in which

ϕ = βx− −2λa1
2q1

2 + β2q2
2 + 2 γ q2

2

αq22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.77)

Set III:

L = 0, M = 0, N =

√
λq1a1
q2

, β = β, µ = −−2λa1
2q1

2 + β2q2
2 + 2 γ q2

2

q22
, (4.78)

a0 = −a1r1, a1 = a1, p1 = q1, p2 = −q2, q1 = q1, q2 = q2, r1 = r1, r2 = 0.

We, therefore, gained the following generalized solitary solution

u3(ϕ, ξ) =

[
q1a1 (cos (χ (ξ)) + sin (χ (ξ)))

q2 (cos (χ (ξ))− sin (χ (ξ)))

]
eiϕ, χ (ξ) =

√
λq1a1
q2

(ξ + C), (4.79)

in which

ϕ = βx− −2λa1
2q1

2 + β2q2
2 + 2 γ q2

2

αq22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.80)

Set IV:

L = 0, M = 0, N =

√
−λq1a1
p2

, β = β, µ = −2λa1
2q1

2 + β2p2
2 + 2 γ p2

2

p22
, (4.81)
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a0 = −a1r1, a1 = a1, p1 = −q1q2
p2

, p2 = p2, q1 = q1, q2 = q2, r1 = r1, r2 = 0.

We, therefore, gained the following generalized solitary solution

u4(ϕ, ξ) =

[
q1a1 (cos (χ (ξ)) p2 − sin (χ (ξ)) q2)

(p2 sin (χ (ξ)) + cos (χ (ξ)) q2) p2

]
eiϕ, χ (ξ) =

√
−λq1a1
p2

(ξ + C), (4.82)

in which

ϕ = βx− 2λa1
2q1

2 + β2p2
2 + 2 γ p2

2

αp22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.83)

Set V:

L = 0, M = 0, N =
2
√
−λq1a1
q2

, β = β, µ = −−8λa1
2q1

2 + β2q2
2 + 2 γ q2

2

q22
, (4.84)

a0 = −a1r1, a1 = a1, p1 = 2iq1, p2 =
1

2
iq2, q1 = q1, q2 = q2, r1 = r1, r2 = 0.

We, therefore, gained the following generalized solitary solution

u5(ϕ, ξ) =

2 q1a1 (3 i sin (χ (ξ)) cos (χ (ξ)) + 2)

q2

(
3 (cos (χ (ξ)))

2
+ 1
)

 eiϕ, χ (ξ) =
2
√
−λq1a1
q2

(ξ + C), (4.85)

in which

ϕ = βx− −8λa1
2q1

2 + β2q2
2 + 2 γ q2

2

αq22

(
t+

1

Γ(α)

)α
, ξ = x− 2β

α

(
t+

1

Γ(α)

)α
. (4.86)

5. Graphical Representation

All of obtained exact solutions for the unstable nonlinear Schrodinger equation are examined, the exact solution
(4.30) is similar to the solution of Arbabi [11] u32(x, t), the solution of Lu [31] (4.54) and the solution of Lu [36] (4.65)
in the literature. In addition, the exact solution (49) is similar to Lu’s [36] (4.39) solution. The other obtained exact
solutions that are not included in the literature, and it can be said that they are new exact solutions obtained by the
new version trial equation method. Also, two and three dimensional graphics of the obtained solution functions are
illustrated in Figures:(1)-(4) which demonstrate with suitable parametric choices.

6. Conclusion

In this paper, the new version of the direct truncation method has been successfully applied to achieve the new
exact solutions of unstable nonlinear time-order fractional Schrodinger equation. This method make it possible to
attain combined new function solutions. These solutions include hyperbolic function solutions, 1-soliton solutions,
dark soliton solitons, rational function solutions, combined dark-bright function solutions and combined soliton solu-
tions. Two and three dimensional graphics of the obtained solution functions were illustrated in Figures:(1)-(4) which
demonstrate with suitable parametric choices. We conclude that new solutions of other nonlinear fractional partial
differential equations can be obtained with this method. So,this gives the efficient applications of new analytical
expansion for fractional PDEs. Moreover, the method applied in this paper provides an effective tool to obtain exact
solutions of nonlinear system and can in common use for other NLDEs.
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Figure 4. The 3D plot of (4.73) at: β = 0.1, γ = −1, a1 = 1.5, p1 = 2, q2 = 1, λ = −1 when (f1): α = 0.25,
(f2): α = 0.5, (f3): α = 0.85, and (f4): α = 0.99.
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