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Abstract

An effective scheme is presented to estimate the numerical solution of fractional integro-differential equations

(FIDEs). In the present method, to obtain the solution of the FIDEs, they must first be reduced to the cor-
responding Volterra-Fredholm integral equations (VFIEs) with a weakly singular kernel. Then, by applying the
matrix that represents the fractional integral (FI) based on biorthogonal Hermite cubic spline scaling bases (BHC-

SSb), and using the wavelet Galerkin method, the reduced problem can be solved. The combination of singularity
and the challenge related to nonlinearity poses a formidable obstacle in solving the desired equations, but our

method overcomes them well. An investigation of the method’s convergence is provided, and it verifies that the

convergence rate is O(2−J ) where J ∈ N0 is the refinement level. The verification of convergence has also been
demonstrated through the presentation of several numerical examples. Compared to other methods, the results

obtained show better accuracy.
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1. Introduction

Integro-differential equations are frequently used in scientific applications, particularly when transforming initial
or boundary value problems into integral equations. These equations also appear in modeling some phenomena,
including circuit analysis, epidemiology, and other fields. They contain both integral and differential operators, with
the derivative potentially of any order. It is worth noting that to obtain the specific solution of these equations, the
initial conditions must be given. The general η-order integro-differential equation is given by

w(η)(x) +

∫
Ω

g(t, w(t))dt = f(x,w(x)), w(ν)(0) = wν , ν = 0, . . . , η − 1,

where f and g are analytical functions that can be either linear or nonlinear.
As we know, it is generally difficult, and sometimes impossible, to obtain the exact solution of integro-differential

equations. Meanwhile, the main goal of applied mathematics is to develop numerical algorithms that achieve better
accuracy or provide efficient solutions.

1.1. A glance over the FIDEs. This paper aims to implement and develop the Galerkin method for finding nu-
merical solutions of the fractional integro-differential equations (FIDEs)

CDκ
0w(x) = c1f(x,w(x)) + c2

∫
Ω

k(x, t)g(w(t))dt, x ∈ Ω, (1.1)

with initial conditions

w(ν)(0) = wν , ν = 0, . . . , η − 1, (1.2)
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where Ω = [0, 1], c1 and c2 are constants, and
CDκ

0 denotes the Caputo fractional derivative (CFD) of order κ (κ ∈ R+).
Here, η = κ if κ ∈ N, and [κ] + 1 := η ∈ N, if κ ̸∈ N.

In (1.1), f : Ω × R → R is a sufficiently smooth function, which may be linear or nonlinear, k := Ω × Ω → R is a
continuous, and the linear or nonlinear function g : C(Ω) → R satisfies the Lipschitz condition

|g(w1)− g(w2)| ≤ ρ|w1 − w2|, (1.3)

with Lipschitz constant ρ > 0.
Fractional integro-differential equations (FIDEs) (1.1) arise in modeling various physical phenomena, such as the

epidemic process [3], viscoelasticity [14], and glass-forming process [2]. Numerical methods for solving such equations
have been explored in several works, a few of which we highlight here. In [25], the authors employed the Adomian
decomposition method to solve FFIDEs. Later, Momani et al. [26] extended this approach to systems of FFIDEs.
Rawashdeh [30] applied a spline-based collocation method to solve the problem, while [4] utilized the fractional
differential transform scheme for solving FIDEs.

Zhu et al. [39] have employed the Galerkin method, based on Chebyshev wavelets, to study the specific case of
Equation (1.1), namely,

CDκ
0w(x)−

∫
Ω

k(x, t)[w(t)]υdt = f(x), υ > 1. (1.4)

In [39], the action of the fractional integral (FI) operator on the Chebyshev wavelet is represented by an operational
matrix, and Equation (1.4) is solved using the Galerkin method combined with an integration operational matrix.

Saeedi et al. [33] derived the operational matrix of FI for CAS wavelets and applied it to solve Equation (1.4) using
the wavelet Galerkin method.

1.2. A glance at fractional differential equations. In recent years, fractional differential equations (FDEs) and
their applications in modeling physical phenomena have garnered significant attention from researchers. The literature
reveals traces of these equations in diverse phenomena, including solid mechanics [31], anomalous transport [23], vis-
coelastic materials [7], fluid-dynamic traffic [16], economics [8], colored noise [20], continuum and statistical mechanics
[19], and nonlinear oscillation of earthquakes [15], among others. While several propose techniques for analytical solu-
tions, these methods often fail for complex equations, necessitating numerical approaches. Among effective numerical
methods are the Adams scheme [13, 22, 35], Adomian decomposition [24], Bernoulli wavelet [29], finite difference [21],
polynomial interpolation [6], predictor-corrector [10], B-spline wavelet collocation [18], piecewise quadratic polynomial
interpolation [38], Alpert’s multiwavelet [5], and Legendre wavelet [34].

1.3. A glance at multiwavelets. Wavelets have gained prominence in mathematical applications, particularly for
solving differential equations. Multiwavelets, in particular, offer advantages over scalar wavelets due to their orthogo-
nality, symmetry, high vanishing moments, and closed-form expressions. Unlike biorthogonal wavelets, multiwavelets
achieve higher vanishing moments without increasing the support of their basis functions. They are constructed
via translation and dilation of multiple generators satisfying a vector refinement relation. Notable examples include
Alpert’s multiwavelets [1, 36, 37] and biorthogonal Hermite cubic spline (BHCS) wavelets [11], which which are widely
used in numerical analysis. Section 2 will detail the construction and properties of BHCSSb (biorthogonal Hermite
cubic spline scaling bases).

The wavelet system offers a range of useful properties that can be employed in various applications. Wavelets
can be used to construct operational matrices that are useful for representing different operators, such as derivatives,
integrals, etc. One of the key benefits of using operational matrices obtained by wavelets is that they enable sparsity,
meaning that for this type of function, the number of operational matrix elements is much smaller compared to others.
As you know, this can help reduce processing costs and make operations more efficient. Another important feature of
this type of basis is that they have multi-scale properties, and this property is achieved with the help of the parameter
J . That is, with the increase of J , the bases are refined and the approximation accuracy increases. This property
can be very useful, especially when the function has a discontinuity or does not have a continuous derivative. In such
cases, we choose the parameter J to be large. For large J , the error gets bounded by the fact that the interval is small.
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1.4. The main framework and goal of this paper. In the current study, we aim to implement and develop the
Galerkin method to find the numerical solution of the FIDEs. The framework of this paper is as follows:

• After introducing some preliminary definitions and concepts of fractional calculus, we introduce BHCSSb in
section 2.

• Section 3 relates to implementing the Galerkin method based on BHCSSb to solve Eq. (1.1). A convergence
investigation is also conducted in this section.

• In section 4, some numerical experiments are provided to show how accurate and useful the method is.
• Finally, we complete this work with a conclusion in section 5.

2. Preliminaries

Note that due to the importance of the topic, it is worth re-reading the preliminary concepts of fractional calculus.
For this reason, we start this subsection with these concepts, and then provide a review of BHCSSb along with their
characteristics.

2.1. Required fractional concepts.

Definition 2.1. Given κ ∈ R+, the FI operator Iκ
a of order κ is specified by

Iκ
0 (v)(x) :=

1

Γ(κ)

∫ x

0

(x− z)κ−1v(z)dz, x ∈ [0, 1], (2.1)

where Γ(κ) denoted the Gamma function.

Given the power function, its fractional integration is also a power function. That is

Iκ
0 (x

α) =
Γ(α+ 1)

Γ(κ+ α+ 1)
xκ+α. (2.2)

It can be verified that Iκ
0 is bounded. We present the following lemma to determine this bound (cf. Lemma 2.1 (a),

[17]).

Lemma 2.2. There is an estimation of the bound of the fractional integral operator Iκ
0 in Lq([0, 1]), viz.,

∥Iκ
0 (w)∥q ≤ 1

Γ(κ+ 1)
∥w∥q, 1 ≤ q ≤ ∞. (2.3)

Definition 2.3. For κ ∈ R+ and [κ]+1 := η ∈ N, let Dη := dη

dxη . Then
RDκ

0 denotes the Riemann-Liouville fractional
derivative (RLFD) operator

RDκ
0 (w)(x) := DηIη−κ

0 (w)(x) =
1

Γ(η − κ)
Dη

∫ x

0

(x− z)η−κ−1w(z)dz.

Definition 2.4. [17] For κ ∈ R+ and [κ] + 1 := η ∈ N, the Caputo fractional derivative (CFD) cDκ
0 is defined as

cDκ
0 (w)(x) : =

1

Γ(η − κ)

∫ x

0

w(η)(z)dz

(x− z)κ−η+1
=: Iη−κ

0 Dη(w)(x). (2.4)

Lemma 2.5. (cf. Corollary 2.3 (a), [17]). There is an estimation of the bound of the norm of the CFD operator cDκ
0 ,

viz.,

∥cDκ
0 (w)∥C ≤ 1

Γ(η − κ)(η − κ+ 1)
∥w∥Cη , (2.5)

where κ ∈ R+, κ ̸∈ N0 and η = −[−κ].
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2.2. Biorthogonal Hermite cubic spline scaling bases. A brief introduction to BHCSSb is provided in this
subsection. Following [11], BHCSSb consists of two piecewise functions

ϕ1(x) =


−2x3 − 3x2 + 1, −1 ≤ x ≤ 0,

2x3 − 3x2 + 1, 0 ≤ x ≤ 1,

0, o.w,

(2.6)

and

ϕ2(x) =


x+ 2x2 + x3, −1 ≤ x ≤ 0,

x− 2x2 + x3, 0 ≤ x ≤ 1,

0, o.w.

(2.7)

Note that ϕ1, ϕ2 ∈ C1(R) and satisfy the Hermite interpolation conditions [11]:

ϕ1(θ) = δ0,θ, ϕ2(θ) = 0, (ϕ1)′(θ) = 0, (ϕ2)′(θ) = δ0,θ, ∀θ ∈ Z, (2.8)

where δi,j denotes the Kronecker delta.
To satisfy multiresolution analysis (MRA) properties, we consider a subspace of L2([0, 1]):

VJ := span{{ϕk
J,b|b ∈ J , k = 1, 2}

⋃
{
√
2ϕ1

J,0|[0,1],
√
2ϕ1

J,2J |[0,1]}}, (2.9)

where J ∈ N0, J := {1, . . . , 2J − 1}, and ϕk
J,b := ϕk(2J .− b).

From MRA, the vector function ϕ = (ϕ1, ϕ2) satisfies the refinement relation:

ϕ(x) =
∑
b∈Z

Hkϕ(2x− b), (2.10)

with coefficient matrices:

H−1 =

(
1/2 3/4
−1/8 −1/8

)
, H0 =

(
1 0
0 1/2

)
, H1 =

(
1/2 −3/4
1/8 −1/8

)
, (2.11)

and Hb = 0,∀b ̸∈ {−1, 0, 1}.
Another characteristic is the symmetry property. It follows from [11] that the symmetric relation fulfill by these

bases as

ϕ(x) = Sϕ(−x), (2.12)

where

S =

(
1 0
0 −1

)
.

So, the understanding is that ϕ1 and ϕ2 are symmetric and antisymmetric, respectively. It is easy to confirm that

Hb = SH−bS, b ∈ Z. (2.13)

Regarding the construction of biorthogonal wavelets, note that a dual scaling function ϕ̃ = (ϕ̃1, ϕ̃2) exists, which

generates another MRA ṼJ ⊂ L2(R). Due to duality, the biorthogonality condition must be satisfied:

⟨ϕ, ϕ̃(.− b)⟩ = δ0,bI2, b ∈ Z, (2.14)

where ⟨., .⟩ denotes the L2-inner product and I2 is 2× 2 identity matrix.

The multiresolution spaces ṼJ ⊂ L2(R) are generated by a dual multi-generator ϕ̃. Biorthogonality implies that the

biorthogonality condition must be satisfied by the scaling sequences. In other words, the refinement masks H̃l, l ∈ Z
are obtained using (2.14) in such a way that they satisfy the following equation∑

l∈Z
HlH̃

T
l+2b = 2δ0,bI2, b ∈ Z. (2.15)
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The refinement masks H̃l, l ∈ Z from [11] are:

H̃−2 =

(
− 7

64 − 5
64

87
128

31
64

)
, H̃−1 =

(
1
2

3
16

− 99
32 − 37

32

)
, H̃0 =

(
39
32 0
0 15

8

)
,

H̃1 =

(
1
2 − 3

16
99
32 − 37

32

)
, H̃2 =

(
− 7

64
5
64

− 87
128

31
64

)
,

with H̃l = 0 for l ̸∈ −2, . . . , 2.
We now define the set φ = {φ1, φ2, . . . , φ2J+1} whit elements

φ2b+(k−1) := ϕk
J,b, for k = 1, 2, b ∈ J ,

and φ1 :=
√
2ϕ1

J,0|[0,1], φ2J+1 :=
√
2ϕ1

J,2J |[0,1]. For any function u ∈ L2(R), the projection PJ maps u into VJ as:

u(x) ≈ PJ(u)(x) =

2J+1∑
l=1

clφl(x). (2.16)

Using the biorthogonality condition (2.14), the coefficients cl are computed by:

cl = ⟨u, φ̃l⟩ =
∫ 1

0

u(x)φ̃l(x)dx, for l = 1, . . . , 2J+1.

Alternatively, coefficients can be found without integration using Hermite interpolation:
c1 := 1√

2
u(0),

c2l = u( l
2J

),
c2l+1 = 2−Ju′( l

2J
), l = 1, . . . , 2J − 1,

c2J+1 := 1√
2
u(1).

(2.17)

Let ΦJ be a vector function, whose i-th element is φi(x). Then (2.16) becomes

u(x) ≈ CTΦJ(x), (2.18)

where C is the coefficients vector {cl, l = 1, . . . , 2J+1}.
Following theorem 2 in [9], we can derive a bound for the error of this projection that arises from (2.16).

Theorem 2.6. (cf. [9, 27]) Let u : [0, 1] → R is the function that belongs to the space of continuous functions with
continuous derivatives up to order 4 on [0, 1] (u ∈ C4[0, 1]).

Then PJu approximates u with error bound

eJ(x) := |u(x)− PJ(u)(x)| = CMu
2−J

1− 2−1
,

where

Mu = max{ max
ξ∈[0,1]

|u(2)(ξ)|, max
ξ∈[0,1]

|u(4)(ξ)|},

and C is a constant. Consequently:

eJ(x) = O(2−J).

Thus, eJ(x) decays at least as 2
−J for sufficiently large J .
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2.3. Matrix representation of FI operator. To construct a matrix representation for the FI operator of BHCSSb,
as defined in subsection 2.1, we approximate the action of the operator Iκ

0 on the vector function ΦJ(x) using the
projection PJ as follows

PJ(Iκ
0ΦJ)(x) ≈ IκΦJ(x), (2.19)

where Iκ is an N ×N matrix whit N = 2J+1.
To determine the entries of Iκ, we begin by computing the fractional integral of ϕk(2Jx− b), k = 1, 2, viz

Iκ
0 (ϕ

k)(2Jx− b) =
1

Γ(κ)

∫ x

0

(x− t)κ−1ϕk(2J t− b)dt, k = 1, 2, b ∈ J . (2.20)

Due to the support of ϕk(2Jx− b), this integral can be evaluated by considering four cases:

(1) For b ∈ J , if x ≤ b−1
2J

, then

Iκ
0 (ϕ

k)(2Jx− b) = 0.

(2) For x ∈ ( b−1
2J

, b
2J

), the integral (2.20) may be reduced to

ak(x, b) := Iκ
0 (ϕ

k)(2Jx− b) =
1

Γ(κ)

∫ x

b−1

2J

(x− t)κ−1ϕk(2J t− b)dt, for k = 1, 2.

(3) For x ∈ ( b
2J

, b+1
2J

), let bk(x, b) := Iκ
0 (ϕ

k)(2Jx− b). Then

bk(x, b) =
1

Γ(κ)

(∫ b

2J

b−1

2J

(x− t)κ−1ϕk(2J t− b)dt+

∫ x

b

2J

(x− t)κ−1ϕk(2J t− b)dt

)
,

(4) If x ≥ b+1
2J

, then

ck(x, b) := Iκ
0 (ϕ

k)(2Jx− b) =
1

Γ(κ)

(∫ b

2J

b−1

2J

(x− t)κ−1ϕk(2J t− b)dt +

∫ b+1

2J

b

2J

(x− t)κ−1ϕk(2J t− b)dt

)
.

The integrals obtained for four cases are calculated explicitly in terms of b, κ, and J for each b ∈ J . Using the
Maple command ”int(f(t), t = t1..t2)”, we compute these integrals analytically. The results can be summarized as

Tk(x, b) := Iκ
0 (ϕ

k)(2Jx− b) =


0, x ≤ b−1

2J
,

ak(x, b),
b−1
2J

≤ x < b
2J

,

bk(x, b),
b
2J

≤ x < b+1
2J

,

ck(x, b), x ≥ b+1
2J

.

(2.21)

From Equation (2.7), we express the projection of the fractional integral as:

PJIκ
0 (ΦJ)(x) = PJ(Q(x)) ≈ Iκ(ΦJ)(x), (2.22)

where the vector function Q(x) is defined by:

[Q(x)]2b+(k+1) = Tk(x, b), b ∈ J , k = 1, 2, (2.23)

with boundary conditions:

[Q(x)]1 : T1(x, 0),

[Q(x)]2J+1 := T1(x, 2
J).
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Expanding Q(x) using BHCSSb yields the entries of Iκ (see [9]):

Iκ =



0 A B1 · · · · · · B2J−2 Q
Y H1 H2 · · · H2J−2 Θ1

Y H1 · · · H2J−3 Θ2

. . .
. . .

...
...

Y H1

...
Y Θ2J−1

M


, (2.24)

where

M =
6

Γ(κ+ 4)
2−Jκ(κ+ 1),

Q =
1

Γ(κ+ 4)

(
(1− 2−J)κ(−12(23J) + 12κ(2J) + (18− 6κ)22J − 6κ− 6) + 12(23J)

−(18 + 6κ)× 22J + κ3 + 6κ2 + 11κ+ 6
)
,

and

A = κ2−Jκ+ 1
2

[
κ2 + 6κ+ 5

Γ(κ+ 4)

κ2 + 3κ− 4

Γ(κ+ 3)

]
,

Bi−1 = 2−Jκ+ 1
2

[
ηi−1
1,1 ηi−1

1,2

]
, i = 2 . . . , 2J − 1,

with

ηi−1
1,1 = − 2−Jκ+ 1

2

Γ(κ+ 4)

(
iκ(−11κ− 6− 12i3 + (6κ+ 18)i2 − κ3 − 6κ2)

+(i− 1)κ(6κ+ 612i3 + (6κ− 18)i2 − 12κi)
)
,

ηi−1
1,2 = − 2−Jκ+ 1

2

Γ(κ+ 4)i

(
iκ(12(κ+ 3)i3 − 6(6 + κ2 + 5κ)i2 + 11κ2 + 6κ3 + 6κ+ κ4)

+(i− 1)κ(−12(κ+ 3)i3 − 6(κ2 + κ− 6) + 6(κ2 + 3κ)i)
)
.

The 2× 2 block matrices are given by

Y = 2−Jκ+1


3(κ+ 1)

Γ(κ+ 4)

3κ

Γ(κ+ 3)

− κ

Γ(κ+ 4)
− (κ− 1)

Γ(κ+ 3)

 ,

H1 = 2−Jκ+2


6(2κ(κ− 1) + 1)

Γ(κ+ 4)

3(2κ(κ− 2) + 2)

Γ(κ+ 3)

−2(κ+ 3 + 2κ(κ− 3))

Γ(κ+ 4)
− (2κ(κ− 4) + 2κ+ 4)

Γ(κ+ 3)

 .
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The components of Hi =

[
hi
1,1 hi

1,2

hi
2,1 hi

2,2

]
for i = 1, . . . , 2J − 2, are

hi
1,1 := −6

2(−Jκ)

Γ(κ+ 4)

(
(i− 1)κ(4− 12i+ 2i2 − 4i3) + (i− 2)κ(2i3 + (κ− 9)i2 − 4(κ− 3)i+ 4κ− 4)

+iκ+2(2i− (κ+ 3))
)
,

hi
1,2 := −6

2(−Jκ)

Γ(κ+ 3)

(
(i− 2)κ(2i2 + (κ− 6)i− 2κ+ 4) + (i− 1)κ(4i2 + 8i− 4) + +iκ(2i2 − (κ+ 2)i)

)
,

hi
2,1 := − 2(Jκ+1)

Γ(κ+ 4)

(
iκ+2(−3i+ κ+ 3)− 8i(κ+ 3) + 4κ+ 12) + (i− 1)κ((12 + 4κ)i2

+(i− 2)κ(3i3 − (15− κ)i2 − 4(κ− 6)i+ 4κ− 12)
)
,

hi
2,2 := − 2(Jκ+1)

Γ(κ+ 3)

(
(i− 2)κ(3i2 + (κ− 10)i− 2κ+ 8)− 8− 4κ+ (i− 1)κ((8 + 4κ)i) + iκ(−3i2 + (κ+ 2)i)

)
.

The remaining matrices Θi, for i = 1, . . . , 2J − 1 are

Θi =
[
µi
1,1 µi

1,2

]T
, i = 1, . . . , 2J − 1,

µi
1,1 := − 3

√
2

Γ(κ+ 4)

(
(
3

4
− 1

4
i)κ(−2i3 + (κ+ 21)i2 + 9κ+ 81− 6(κ+ 12)i) + (1− 1

4
i)κ(4i3 − 48i2 + 192i− 256)

+(
5

4
− 1

4
i)κ(−2i3 + (27− κ)i2 − 10(12− κ)i− 25κ+ 175)

)
,

µi
1,2 := −

√
2

Γ(κ+ 4)

(
(
3

4
− 1

4
i)κ(9κ+ 108− (6κ+ 99)i+ (κ+ 30)i2 − 3i3) + (1− 1

4
i)κ(4(κ+ 3)i2 − 32(κ+ 3)i

+192 + 64κ) + (
5

4
− 1

4
i)κ(3i3 + (κ− 42)i2 + (−10κ+ 195)i+ 25κ− 300)

)
.

Lemma 2.7. Let u ∈ L2[0, 1] with approximation u ≈ PJ(u) := uJ(x) = CTΦJ(x). If Iκ
0 (uJ)(x) is obtained by

CT IκΦJ(x), then

lim
J→∞

Iκ
0 (uJ)(x) = Iκ

0 (u)(x). (2.25)

Proof. By Theorem 2.6, the convergence of BHCSSb implies:

lim
J→∞

uJ(x) := lim
J→∞

PJ(u)(x) = lim
J→∞

2J+1∑
l=1

clφl(x) = u(x). (2.26)

Since the vector function ΦJ(x) consists of continuous functions, we have

lim
J→∞

∫ x

0

(x− t)κ−1
2J+1∑
l=1

clφl(t)dt = lim
J→∞

2J+1∑
l=1

cl

∫ x

0

(x− t)κ−1φl(t)dt. (2.27)

Consequently, we obtain

lim
J→∞

Iκ
0 (uJ)(x) = lim

J→∞
CT IκΦJ(x). (2.28)

Combining Equation (2.28) and Definition 2.1 for κ ∈ R+, yields

Γ(κ)Iκ
0 (u)(x) =

∫ x

0

(x− t)κ−1u(t)dt = lim
J→∞

∫ x

0

(x− t)κ−1uJ(t)dt = Γ(κ) lim
J→∞

CT IκΦJ(x). (2.29)
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From (2.28) and (2.29), it follows directly that

lim
J→∞

Iκ
0 (uJ)(x) = Iκ

0 (u)(x).

□

3. Method description

This section presents a wavelet Galerkin method algorithm using BHCSSb to solve the FIDE (1.1). The operator
form of (1.1) can be expressed as

(CDκ
0 − c2K)w = c1f, (3.1)

where the integral operator K is defined by

K(w)(x) :=

∫
Ω

k(x, t)g(w(t))dt. (3.2)

The uniqueness of the solution to (1.1) follows directly for sufficiently smooth functions w(x) (see [17]). Since our
proposed algorithm reduces the problem to a Volterra-Fredholm integral equation, we establish solution equivalence
through the following lemma.

Lemma 3.1. (cf [17]) Assume that w, f , and k are continuous functions. The function w(x) is the solution of (1.1)
if and only if it satisfies the VFIE

w(x) =

η−1∑
i=0

w(i)(0)

i!
xi + c1Iκ

0 (f)(x,w(x)) + c2Iκ
0K(w)(x), (3.3)

where κ ∈ R+ and η = −[−κ].

To implement the wavelet Galerkin method, we use the operator PJ to expand the unknown solution w(x) based
on BHCSSb, as follows:

w(x) ≈ PJ(w)(x) = WTΦJ(x) := wJ(x), (3.4)

where W is a square matrix of order N with unknown coefficients. Substituting (3.4) into (3.3) we get

wJ(x) =

η−1∑
i=0

w(i)(0)

i!
xi + c1Iκ

0 (f)(x,wJ(x)) + c2Iκ
0K(wJ)(x). (3.5)

In the sequel, all terms into VJ using the operator PJ .

• Let u1(x) :=
∑η−1

i=0
w(i)(0)

i! xi. We can obtain

u1(x) ≈ PJ(u1)(x) = UT
1 ΦJ(x), (3.6)

where the l-th component of U1 is calculated by ⟨u1, φ̃l⟩.
• Replacing the approximation wJ instead of w into the function g(w(t)) and mapping the obtained function

into the space VJ , we get

u2(t) := g(wJ(t)) ≈ PJ(g(wJ(t))) = GTΦJ(t), (3.7)

where the l-th element of the vector G is ⟨u2, φ̃l⟩. A similar mapping can be done for the function k(x, t), viz

k(x, t) ≈ PJ(k)(x, t) = ΦT
J (x)KΦJ(t), (3.8)

in which

Ki,j =

∫ 1

0

∫ 1

0

k(x, t)φ̃j(t)φ̃i(x)dxdt, i, j = 1, 2, . . . , N.

Replacing (3.8) into K(wJ)(x) and using the operational matrix of product Zi,j = ⟨φj , φi⟩, we obtain

PJK(wJ)(x) ≈ ΦT
J (x)KZΦJ(x) =: p2(x) ∈ VJ , (3.9)
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Note that PJ is a bounded projection operator, i.e.,

PJ(w)(x) = w(x), w(x) ∈ VJ .

Equivalently, we obtain P2
J = PJ . According to this, the function p2(x) can be approximated by using the

projection operator PJ , and then, we can summarize (3.9) as

PJK(wJ)(x) ≈ PT
2 ΦJ(x), (3.10)

in which P2 is aN -dimensional vector. Using (3.10) and matrix Iκ, the Volterra-Fredholm integral Iκ
0K(wJ)(x),

existing in Equation (3.5), can be approximated as

Iκ
0K(wJ)(x) ≈ PT

2 IκΦJ(x). (3.11)

• Considering the above manner for the previous item, one can approximate Iκ
0 (f)(x,w(x)) as follows.

Iκ
0 (f)(x,wJ(x)) ≈ Iκ

0 (F
TΦJ(x))

≈ FT IκΦJ(x), (3.12)

in which the l-th element of N -dimensional vector F is computed by ⟨f, φ̃l⟩.
Substituting (3.4), (3.6), (3.11), and (3.12) into (3.5) yields the residual

R(x) :=
(
WT − UT

1 − c1F
T Iκ − PT

2 Iκ
)
ΦJ(x) = 0. (3.13)

Applying the Galerkin method and the biorthogonality of BHCSSb (⟨ΦJ , Φ̃J⟩ = IN ) yields the system

F(W ) = 0, (3.14)

where F is a nonlinear or linear vector function of W . The generalized minimal residual method (GMRES method)
[32] and Newton’s method are used to determine the unknown vector W for the linear and nonlinear cases, respectively.
It is worth mentioning that Newton’s method is implemented with starting point W0 = O (the null vector), and the
termination criterion is set to be the absolute residual, i.e.,

∥F(Wn)∥ ≤ 10−16, n ≥ 1.

Assuming the linear system (3.14) has the form AW = b, we implement the GMRES method using the Matlab function
”gmres(A, b, restart, tol)”, where

• ”restart” is the number of inner iterations before restart (this scalar integer is used to control the maximum
number of iterations, which in this paper has been chosen equal to 10),

• ”tol” is the method tolerance (use this input to control runtime and accuracy in the computing. A smaller
value of tol means the answer should be more precise for the computing to be successful).

In this paper, ”tol” is set to 10−16.

3.1. Convergence of the method.

Theorem 3.2. Consider the continuous functions g and f that fulfill the conditions (1.3) and

|f(x,w(x))− f(x, u(x))| ≤ ϱ|w − u|, (3.15)

respectively. Furthermore, we supposes that k(x, t) is a sufficiently smooth function on Ω× R.
If c1

ρM1

κΓ(κ) + c2
ϱ

Γ(κ+1) < 1 with κ ∈ R+, and M1 := maxx,t∈[0,1]|k(x, t)|, then the error of the method satisfies

∥w − wJ∥∞ = O(2−J). (3.16)
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Proof. Considering the Lipschitz condition (1.3) and putting M1 = maxx,t∈Ω{k(x, t)}, if the functions k and g are
continuous, we can verify that

∥Iκ
0K(w)− Iκ

0K(wJ)∥ = ∥Iκ
0

(∫
Ω

k(x, t)g(w(t))dt−
∫
Ω

k(x, t)g(wJ(t))dt

)
∥

≤ ∥Iκ
0

(
ρ

∫
Ω

k(x, t)(w(t)− wJ(t))dt

)
∥

≤ ∥Iκ
0

(
ρM1

∫
Ω

(w(t)− wJ(t))dt

)
∥

≤ M1ρ

Γ(κ)

∫ x

0

(x− t)κ−1

∫
Ω

∥w − wJ∥dxdt

≤ M1ρ

Γ(κ)
∥w − wJ∥

∫ x

0

(x− t)κ−1dt

≤ M1ρ

κΓ(κ)
∥w − wJ∥. (3.17)

Using Theorem 2.6, we have

∥Iκ
0K(wJ)− PJIκ

0K(wJ)∥ ≤ C2M22
−J , (3.18)

where M2 := max{maxξ∈Ω |D2Iκ
0K(wJ)(ξ)|,maxξ∈Ω |D4Iκ

0K(wJ)(ξ)|}. To approximate M2, there are two situations:

(1) if n < η, then we have

DnIκ
0K(wJ) = Iκ−n

0 K(wJ), (3.19)

and it follows from Lemma 2.2 that

∥DnIκ
0K(wJ)∥ = ∥Iκ−n

0 K(wJ)∥ ≤ 1

Γ(κ− n+ 1)
∥K(wJ)∥

≤ M1

Γ(κ− n+ 1)
∥
∫
Ω

g(wJ(t))dt∥

≤ M1

Γ(κ− n+ 1)

∫
Ω

∥g(wJ(t))∥dt, (3.20)

Consequently, the norm ∥DnIκ
0KwJ∥ is bounded by the continuity of the function g.

(2) Let n ≥ η. We refer to Lemma 2.21 [17] to show that

DnIκ
0K(wJ) =

CDn−κCDκIκ
0K(wJ) =

CDn−κK(wJ). (3.21)

Using Lemma 2.5, after taking the norm from both sides of (3.21), we can write

∥DnIκ
0K(wJ)∥ = ∥CDn−κK(wJ)∥

≤ 1

Γ(m− n+ κ)(m− n+ κ+ 1)
∥K(wJ)∥, (m = [n− κ] + 1). (3.22)

Thus, for both cases, we prove that the norm ∥DnIκ
0KwJ∥ is bounded.

According to the hypothesis, because f(x, u(x)) fulfills the Lipschitz condition (1.3), the norm of (Iκ
0 (f)(x,w(x))−

Iκ
0 (f)(x,wJ(x))) can be bounded using Lemma 2.2, as follows:

∥Iκ
0 (f)(x,w(x))− Iκ

0 (f)(x,wJ(x))∥ ≤ ϱ∥Iκ
0 (w − wJ)∥

≤ ϱ

Γ(κ+ 1)
∥w − wJ∥. (3.23)

Using Theorem 2.6, we can write

∥Iκ
0 (f)(x,wJ)− PJIκ

0 (f)(x,wJ)∥ ≤ C3M32
−J , (3.24)
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where

M3 := max{ max
ξ∈[0,1]

|D2Iκ
0 f(ξ, wJ(ξ))|, max

ξ∈[0,1]
|D4Iκ

0 f(ξ, wJ(ξ))|}.

To evaluate the approximate value of M3, we follow the two cases that were investigated for M2. However, we omit
the evaluation due to its simplicity and similarity to M2.

Subtracting (3.3) from

wJ(x) = PJ(p1)(x) + c1PJ(Iκ
0 )(f)(x,wJ(x)) + c2PJ(Iκ

0 )(K)(wJ)(x), (3.25)

we obtain

w(x)− wJ(x) = p1 − PJ(p1) + c1Iκ
0 (f)(x,w(x))− c1PJIκ

0 (f)(x,wJ(x)) + c2Iκ
0K(w)(x)

− c2PJIκ
0K(wJ)(x) + c1Iκ

0 (f)(x,wJ(x))− c1Iκ
0 (f)(x,wJ(x))

+ c2Iκ
0K(wJ)(x)− c2Iκ

0K(wJ)(x), (3.26)

where u1(x) :=
∑n−1

i=0
w(i)(0)

i! xi. After taking the norm from both sides of (3.26), we employ Equations (3.17), (3.18),
(3.23), (3.24), and apply the triangle inequality to indicate that

∥w − wJ∥ ≤ ∥u1 − PJ(u1)∥+ c1∥Iκ
0 (f)(x,w(x))− Iκ

0 (f)(x,wJ(x))∥
+ c1∥Iκ

0 (f)(x,wJ(x))− c1PJIκ
0 (f)(x,wJ(x))∥

+ c2∥Iκ
0K(w)(x)− Iκ

0K(wJ)(x)∥
+ c2∥Iκ

0K(wJ)(x)− PJ(Iκ
0 )K(wJ)(x)∥

≤ C4M42
−J + c1

ρM1

κΓ(κ)
∥w − wJ∥+ c1C2M22

−J

+ c2
ϱ

Γ(κ+ 1)
∥w − wJ∥+ c2C3M32

−J

=

(
c1

ρM1

κΓ(κ)
+ c2

ϱ

Γ(κ+ 1)

)
∥w − wJ∥+ (C4M4 + c1C2M2 + c2C3M3) 2

−J , (3.27)

where ∥u1 − PJ(u1)∥ ≤ C4M42
−J with

M4 := max{ max
ξ∈[0,1]

|D2u1(ξ)|, max
ξ∈[0,1]

|D4u1(ξ)|}.

By setting λ := c1
ρM1

κΓ(κ) + c2
ϱ

Γ(κ+1) , if λ < 1, then we obtain

∥w(x)− wJ(x)∥ ≤ C

1− λ
2−J , (3.28)

where C := C4M4 + c1C2M2 + c2C3M3.
□

4. Numerical Experiments

To demonstrate the accuracy and efficiency of the presented algorithm, some illustrative examples are provided in
this section. To this end, we introduce several error criteria as follows:

• The L∞-error is obtained by

∥w(x)− wJ(x)∥∞ = sup{|w(x)− wJ(x)| : x ∈ [0, 1]}.

• The L2-error is calculated by

∥w(x)− wJ(x)∥2 =

(∫ 1

0

|w(x)− wJ(x)|2dx
)1/2

.
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Table 1. The L2-error for increasing values of the parameter J , compared with Alpert’s multi-
wavelets method for Example 4.1.

Presented method [28]

J = 3 J = 4 J = 5 r = 3, J = 5

L2-error 3.5325× 10−3 1.5752× 10−3 7.0524× 10−4 1.4297× 10−3

J = 6 J = 7 J = 8

L2-error 3.2012× 10−4 1.4912× 10−4 6.9567× 10−5

Table 2. The L∞-error for Example 4.1.

x 0.1 0.3 0.5 0.7 0.9

J=3 2.74× 10−3 4.30× 10−3 3.13× 10−3 2.66× 10−3 2.05× 10−3

J=4 2.07× 10−3 1.67× 10−3 1.43× 10−3 1.19× 10−3 9.04× 10−3

J=5 1.02× 10−3 7.90× 10−4 7.62× 10−4 5.70× 10−4 4.50× 10−4

x 0.91 0.93 0.95 0.97 0.99

J=3 2.02× 10−3 1.96× 10−3 1.89× 10−3 1.83× 10−3 1.76× 10−3

J=4 8.96× 10−4 8.77× 10−4 8.41× 10−4 8.11× 10−4 7.84× 10−4

J=5 4.11× 10−4 3.77× 10−4 3.90× 10−4 3.36× 10−4 3.77× 10−4

• Root Mean Square Error (RMSE) is used to demonstrate the standard deviation of the residuals and is
determined as

RMSE =

(
1

N

N∑
i=1

|w(xi)− wJ(xi)|2
)1/2

,

in which N is sample size and xi := i/N .

According to our analysis, the rate of convergence is O(2−J). Thus, we expect that when the refinement parameter
increases from J to J + 1, the error is approximately halved, and the rate of convergence is approximately 1, i.e.,

log2
u− uJ+1

u− uJ
≈ log2

2J+1

2J
= 1.

To verify our analysis, in all following examples, we will demonstrate that increasing the refinement parameter from
J to J + 1 results in the error being approximately halved, with a convergence rate of approximately 1.

Example 4.1. Consider the FIDEs from [28]

CD5/6
0 w(x) +

∫ 1

0

xet(w(t))2dt =
3

Γ(1/6)

(
2 6
√
x− 432

91

6
√
x13

)
+ x(674− 248e),

with the initial condition w(0) = 0. The exact solution, as given in [28], is w(x) = x− x3.
Table 1 shows how the error decreases as parameter J increases. For the same value of J , our algorithm yields more

accurate results than Alpert’s multiwavelets method. Table 2 presents the L∞-error for different values for x and J .
Figure 1 displays the approximate solution and L∞-error for J = 5.

Example 4.2. Consider the nonlinear FIDEs from [28]

CD1/2
0 w(x) +

∫ 1

0

xt(w(t))4dt =
1

Γ(1/2)

(
8/3x3/2 − 2x1/2

)
− x

1260
, x ∈ [0, 1],

with initial condition w(0) = 0. The exact solution, as reported in [28], is u(x) = x2 − x.
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Figure 1. Plots of the estimated solution and corresponding L∞-error for Example 4.1.

Table 3. The obtained L2-error due to the increase of the parameter J and compare the results with
Alpert’s multiwavelets method for Example 4.2.

Proposed method Alpert’s multiwavelets method [28]

J = 2 J = 3 J = 4 r = 3, J = 5

L2-error 1.8185× 10−3 6.7717× 10−4 2.5194× 10−4 4.1661× 10−4

J = 5 J = 6 J = 7

L2-error 1.0069× 10−4 4.0435× 10−5 1.7794× 10−5
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Figure 2. The reduction in L2-error corresponding to the increase of J for Example 4.2.

In Table 3, the efficacy of parameter J and its effect on L2-error are illustrated, and a comparison between the
presented method and Alpert’s multiwavelets method is reported. For more illustration, Figure 2 is plotted to indicate
the effect of J . Figure 3 demonstrates the approximate solution when the parameter J is changed and provides a good
view of accuracy. Due to the good accuracy of the presented method, the plots of the solutions are very close to each
other and close to the exact solution.
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Figure 3. Plots of the approximate solution and a zoom of inner sub-figure of Example 4.2, taking different
values for J .

Table 4. The obtained L2-error and RMSE for different values of J in Example 4.3.

J 2 3 4 5 6

RMSE 1.3133× 10−2 7.3342× 10−3 4.0678× 10−3 2.2394× 10−3 1.3234× 10−3

L2-error 2.0705× 10−2 1.1056× 10−2 5.8400× 10−3 3.0775× 10−3 1.6153× 10−3

order − 0.90512 0.92083 0.92418 0.93002

Example 4.3. In this example, we focus on the nonlinear FIDEs

CDκ
0u(x) + 3x2u4(x)−

∫ 1

0

x2(t+ 1)w2(t)dt =
18x4Γ

(
3
2 − κ

)
− 5x2Γ

(
3
2 − κ

)
+ 3

√
πx1/2−κ

6Γ( 32 − κ)
,

where 0 < κ ≤ 1. The exact solution is w(x) =
√
x.

Table 4 shows how the L2-error, RMSE, and the order of convergence change with different values of J . It is
important to note that in practical applications, when the exact solution lacks continuous derivative near the origin,
standard numerical methods often fail to achieve accurate solutions. However, by increasing the refinement level J
when using BHCSSb, we can overcome this issue thanks to the multi-scale property of wavelet systems.

Figure 4 demonstrates the effect of the refinement level J on the solution accuracy. As shown in Figures 4 and 5,
the numerical solution converges to the exact one, even in the vicinity of the origin.

Example 4.4. We devote the fourth example to the linear equation

CDκ
0w(x)−

∫ 1

0

xtw(t)dt = 3x2 − x

5
,

with w(0) = 0. The exact solution for this equation in the case of κ = 1 is w(x) = x3. Figure 6 the numerical solution
for J = 4 and various 0 < κ ≤ 1. Note that as κ → 1, the numerical solution approaches w(x) = x3. Table 5 presents
the L2-error, RMSE, and condition number of the coefficient matrix (3.14) for κ = 1.

Example 4.5. As our final example, consider the linear FIDE

CD0.5
0 w(x)−

∫
Ω

(x+ t)w(t)dt = f(x),
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Figure 4. Numerical solution and corresponding L∞-error for Example 4.3.
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Figure 5. Reduction in L2-error with increasing J for Example 4.3.

Table 5. Effect of parameter J on L2-error, RMSE, and condition number κ = 1 for Example 4.4.

J 3 4 5 6 7

RMSE 2.2821× 10−6 1.1803× 10−6 6.0204× 10−7 3.1747× 10−7 1.6081× 10−7

L2-error 1.6147× 10−6 8.3508× 10−7 4.2596× 10−7 2.2461× 10−7 1.1378× 10−7

order − 0.95125 0.97120 0.97325 0.98125
Condition number 1.55019 1.57914 2.01282 2.06217 2.15241

with w(0) = 0 and

f(x) =
√
2 S

(√
2x√
π

)
sin (x) +

√
2C

(√
2x√
π

)
cos (x) + cos(1)x− sin (1) + cos(1)− x,
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Figure 6. Numerical solution of Example 4.4 for J = 4 and various κ values.

Table 6. Effect of the parameter J on L2-error, RMSE, and condition number for Example 4.5.

J 3 4 5 6 7

RMSE 1.9756× 10−3 7.0627× 10−4 2.7144× 10−4 1.2876× 10−4 3.0192× 10−5

L2-error 1.9405× 10−3 7.0444× 10−4 2.8009× 10−4 1.4215× 10−4 6.0484× 10−5

order − 1.461867 1.330585 1.215453 1.090101
Condition number 15.042517 15.190189 15.728786 15.952871 16.152359

where the Fresnel integrals S(x) and C(x) are defined as

C(x) =
∞∑
i=0

(−1)i
x4i+3

(2i+ 1)!(4i+ 3)
,

and

S(x) =
∞∑
i=0

(−1)i
x4i+1

(2i)!(4i+ 1)
.

The exact solution is w(x) = sin(x).
Table 6 is reported to display the effect of parameter J on the L2-error, RMSE, order of convergence, and condition

number. Tables 5 and 6 confirm our convergence analysis from the previous section.

5. Conclusion

In this work, we have developed a numerical method for solving FIDEs by first reducing them to a Volterra-Fredholm
integral equation (VFIE) with weakly singular kernel. The wavelet Galerkin method is then applied to estimate the
numerical behavior of the VFIE. To this end, a matrix representation of the fractional integral based on BHCSSb is
presented, and we use it to reduce the problem to a system of algebraic equations. The combination of singularity
and the challenge related to nonlinearity poses a formidable obstacle in solving the desired equations, but our method
overcomes them well. Method convergence is proved, and our investigation verifies that the convergence rate is O(2−J)
where J ∈ Z+ ∪ {0} is the refinement level. The numerical examples confirm our theoretical analysis. The results
illustratively show the efficiency and accuracy of the method, and a comparison between the present method and
others demonstrates the accuracy and effectiveness of the method.
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